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ABSTRACT

This paper proposes a scalable multiecho cancella-
tion system based on multiple autonomic and dis-
tributed echo canceler units. The proposed system
does not have any common control section. Dis-
tributed control sections are equipped with in multi-
ple echo cancelers operating autonomically. Neces-
sary information is transferred from one unit to the
next one. When the number of echoes to be canceled
is changed, the necessary number of echo canceler
units, each of which may be realized on a single
chip, are simply plugged in or unplugged. The pro-
posed system also provides fast convergence thanks
to the novel coefficient location algorithm. The con-
vergence time with a colored-signal input is reduced
by approximately 50% over STWQ, and 30% over
full-tap NLMS algorithm. With a real speech input,
the proposed system cancels the echo by about 20
dB. Tap-positions have been shown to be controlled
correctly.

1. INTRODUCTION

In satellite-linked communications, the delay
for one relay becomes as long as 600 milliseconds
[1]. In such a case, the impulse response of the echo
path consists of a long and flat delay, and a disper-
sive region which actually models the hybrid. The
dispersive region is generally 2 to 4 milliseconds, or
equivalently, 16 to 32 taps at 8 kHz sampling [2],[3].
When the conversation is relayed more than once,
multiple echoes are generated along with multiple
flat-delay sections as illustrated in Fig. 1.

Multiecho cancellation requires an adaptive fil-
ter with a large number of coefficients when the filter
is implemented by an FIR (Finite Impulse Response)
filter. This is because the adaptive FIR filter must
span the entire length of multiple flat-delay sections
and dispersive regions. The required number of taps
for the adaptive filter amounts to 4800 for a single-
hop satellite link and 9600 for a double-hop link.
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Fig. 1. Impulse Response with Multiechoes.

Such a large number of taps necessitate heavy com-
putational load, increased excess mean squared error,
and longer convergence time. However, a careful
inspection leads to a good characteristics of such an
impulse response of the echo path. There are quite a
few coefficients that converge to zero by nature. No
coefficients are actually needed at those positions
where a flat delay region is located. As the positions
of flat-delay regions and dispersive regions are usu-
ally unknown a priori and different from a transmis-
sion channel to another, a smaller number of coeffi-
cients must be located adaptively within dispersive
regions.

To estimate the positions of dispersive regions,
Duttweiler [3] and Yip et al. [4] introduced an auxil-
iary filter. After convergence of the auxiliary filter,
the location information of the dispersive regions is
transferred to a number of short adaptive FIR filters.
Based on this information, each of the short filters is
located on the tapped delay line such that a single fil-
ter covers one of the dispersive regions.

The shortcomings of these methods is "scala-
bility." As delay estimation is performed by the aux-
iliary filter, it cannot be eliminated from these meth-
ods, however small the number of multiple echoes to
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be covered may be. The number of echoes is equal
to the number of short adaptive filters and when real-
ization as a silicon chip is considered, it must be
defined before LSI design. This means that the
resulting LSI cannot be used for a larger number of
echoes than that considered at the time of design.
Even if more than two chips are prepared for such a
case, it is of no use because there is no common con-
trol section for those chips. These methods do not
have "scalability."

Another series of attempts to model a sparse
impulse response can be traced back to the invention
of an adaptive delay filter [5]. The adaptive delay fil-
ter [6,7] is used to find the dispersive regions for
multiecho cancellation [8]. However, it requires the
input signal to be sufficiently white [9]. In addition,
the auxiliary filter cannot be eliminated to provide
overall control [8]. Therefore, multiecho cancella-
tion based on adaptive delay filters cannot be a solu-
tion to scalability.

Scrub taps waiting in a queue STWQ algo-
rithm [10] and one of its fast convergence modifica-
tions [11] are shown to converge with correlated sig-

nals [11]. To be applied to multiecho cancellation, a -

large number may be selected for the number of taps
to cover all dispersive regions. Such an LSI is not
economical when it is to be used for a smaller num-
ber of dispersive regions. On the other hand, a
smaller number of coefficients in such an LSI pre-
vents it from being applied to more dispersive
regions. Therefore, there is a trade-off in the selec-
tion of the number of coefficients. Once it has been
decided, the same LSI cannot be applied nor com-
bined with another to a larger number of multi-
echoes.

This paper proposes a scalable multiecho can-
cellation system based on multiple autonomic and
distributed echo canceler units. The proposed sys-
tem does not have any common control section.
Instead, multiple echo cancelers have distributed
control section in themselves and each of these units
operates autonomically. When the number of echoes
to be canceled is changed, the necessary number of
echo canceler units, each of which may be realized
on a single chip, are simply plugged in or unplugged.
Section 2 describes the basic algorithm of each unit
to cancel a single echo. Considerations on cooperat-
ing with multiple units are given in Section 3. The
distributed system based on these autonomic units is
proposed in Section 4, followed by simulation results
in Section 5.

2. ALGORITHM FOR EACH UNIT ECHO
CANCELER

The algorithm for canceling a single-echo is
based on the one presented in [11]. It consists of two

stages: flat-delay estimation and constrained tap-
position control. Flat-delay estimation is carried out
by identifying the position of the dispersive region.
This is achieved by adaptively changing positions of
the available coefficients to the dispersive region.
The constrained region is determined such that it is
centered around a tap which has the largest absolute
coefficient value. The step size u; in the flat-delay
estimation is set smaller than the step size u, in the
constrained tap-position control for steady growth of
coefficients in the dispersive region.

For the constrained tap-position control, the
queue is divided into two parts. The first queue K, is
exclusively used for inactive tap indices outside of
the constrained region. The second queue K, is
assigned to those inside. The tap corresponding to
the index at the top of K, is taken out as a new active
tap and is always made active. When an active-tap
index is made inactive, it is examined if it falls in the
constrained region or not. If it does, it is appended
to the end of queue K,, otherwise, to the end of
queue K;.

2.1. Flat-Delay Estimation

For flat-delay estimation, only K,, which is
one of the two first-in-first-out queues in the algo-
rithm, is used. Flat-delay estimation is performed as
follows:

(I) The indices of N delay elements are divided
into two groups, an active-tap group
{Jm)I1<m<L} and an inactive-tap group
{(Kn)1<n<U,U=N-L}, where (-]}
denotes a set. A set of L equi-spaced numbers
over N available coefficient positions are ini-
tially defined as J(m). Coefficients are located
at active taps and are set zero as the initial
value. K(n) is defined so that
(Jm) 1 1<m<L}U{KMn)I1<n<U}
={1,2,----, N} and kept in queue K;. The
order of K(n) is randomized. Counters Ty and
Ty are cleared to zero and the tap with the
index J(L) is defined as the "minimum-valued
tap.”

Coefficients at active taps indicated by J(m) are
updated for Q iterations by the NLMS algo-
rithm [12] with a step size u;. At every coeffi-
cient adaptation, the ratio of the input signal
power at the minimum-valued tap to the total
input signal power at all active taps is com-
pared with a threshold Pp,. If the ratio is larger
than P, a counter Ty is incremented. Coeffi-
cient adaptation is skipped when total input sig-
nal power fed to active taps is below a thresh-
old P,.

The active taps with the R; minimum absolute
coefficient values are made inactive and their

¢y
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indices are appended to the tail of K;. The
active tap with the minimum absolute coeffi-
cient value is newly defined as the "minimum-
valued tap."

The taps indicated by R, indices at the top of
the queue are newly made active and corre-
sponding coefficients are set zero as new val-
ues.

(V) The counter T, is incremented if the counter T
is equal to Q. The counter T, is then cleared to
zZero.

Procedures from (II) through (V) are repeated until
the counter T, reaches (U X Q )/ Ry. When this con-
dition is satisfied, flat-delay estimation is terminated.
It means that flat-delay estimation has been com-
pleted when all of the indices in queue K, have been
tried out. The index to the maximum-valued coeffi-
cient is searched and determined as I, the center
of the dispersive region.

V)

2.2. Constrained Tap-Position Control

Tap positions are exchanged with a constraint
that the newly activated tap is within a range around
Inax, the estimated center of the dispersive region.
Imax is updated in the constrained tap-position for
tracking capability. However, when ERLE (echo
return-loss enhancement) is smaller than ERLE,, a
threshold for ERLE during flat-delay estimation, I,
is kept unaltered to assure stable and fast conver-
gence. The constrained tap-position control with two
queues is depicted in Fig. 2. It consists of the fol-
lowing steps:

(VI) Coefficients at active taps are updated for Q
iterations by the NLMS algorithm with a step
size uy(>p1).

The active taps with the R, minimum absolute
coefficient values are made inactive, where

Their indices are evaluated one after another.
(Fig. 2 (b)) The index under examination is
appended to the tail of the queue K if it is
within I, * L. Otherwise, it is appended to
the tail of K;.

(IX) The R, indices at the top of K, are taken and
corresponding taps to the indices are activated
with zero initial coefficient values. (Fig. 2 (c))

If ERLE > ERLEy, I..x is replaced with
J(m).y, the index to the tap with the maxi-
mum absolute-valued coefficient. The old I«
is called Imaxo hereafter. When
Imaxo — Imax! € L, the W indices at the top of
K are taken and the conditional operation in

(VI is repeated.
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Fig. 2. Constrained Tap-Position Control (R,=1).
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Fig. 3. Multiecho Cancellation System with Three
Echo Canceler Units.
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In the flat-delay estimation, K, is not used.
Therefore, in the beginning of the constrained tap-
position control, the index to the taps to be newly
activated must be supplied from K;. In this case, as
a transient operation, examination of the indices is
necessary based on (VHI). Operations described in
(X) are necessary for a path change. If there is no
change in the echo path, (X) could be eliminated.

3. CONSIDERATIONS ON COOPERATION OF
MULTIPLE ECHO CANCELER UNITS

A single echo canceler unit is assigned to can-
cel each echo. Thus, M units are required to cancel
M echoes. Figure 1 illustrates a multiecho cancella-
tion system for M=3 with parallel connection. Port 1
of each unit receives the reference input signal.
Ports 2 is equipped with for obtaining information on
the constrained region and active-tap indices outside
this region, which are transmitted from Port 4 of the
previous unit. Port S transmits the timing signal to
Port 3 of the next unit when flat-delay estimation has
been over. The echo replica is obtained at Port 6 of
each unit. Ports 7 and 8 receive the echo and the
residual echo, respectively.

475



Echo replicas generated by echo cancelers
(ECs) are summed up and subtracted from the echo.
When more than a single EC cooperates to cancel a
single multiecho signal, task distribution should be
considered deliberately. The overall convergence
strategy with multiple units and their constrained
regions are main concerns.

If unit ECs operate freely with no restrictions,
more than a single unit may try to cancel the same
echo, causing mutual interference. One possible pro-
cedure is that unit ECs are converged one after
another. Shorter convergence could be obtained if
the flat-delay estimation of an EC unit is started
when that of the previous unit has been over. There-
fore, constrained tap-position control of an echo can-
celer unit and flat-delay estimation of the subsequent
EC unit are carried out simultaneously. This transfer
of control is illustrated in Fig. 4 as a timing chart.

To avoid overlap of the constrained region
among EC units, information on the constrained
regions must be shared. These shared data are not
necessarily broadcasted if a priori knowledge about
multiechoes is utilized. In most telecommunication
networks, it is true that a dispersive region with a
longer flat-delay from the origin has a smaller mag-
nitude. In addition, it is natural to find the most sig-
nificant dispersive region first. Therefore, the first
EC unit is assigned to the first dispersive region, the
second EC unit to the second, and so on. By taking
this strategy, the dispersive region which an EC unit
covers must be located after the region covered by
the unit which is scheduled for the previous opera-
tion. In other words, an EC unit should transfer the
information on its own constrained region to the sub-
sequent unit only. Then, each unit defines its own
constrained region such that it has a longer flat delay
than that of the previous unit. When flat-delay esti-
mation has been terminated in a unit EC, the follow-
ing unit is allowed to start its own flat-delay estima-
tion.

It is likely that an EC unit locate a coefficient
in a dispersive region which is to be covered by a
subsequent unit. When the constrained region has
been determined, active-tap indices outside the con-
strained region are transferred to the next EC unit.
The next unit locates coefficients at these taps so that
the initial convergence is speeded up. As a result,
the data transferred from an EC unit to the next unit
should include information on its own constrained
region and the adaptation status. Because only the
next unit receives information from the previous unit
and no global control is necessary, each EC unit can
operate autonomically.

Flat Constrained
EC, Delay Tap-Position
Esllmaticy Control
0 CONTROL
Flat Constrained
E62 [*— Delay —*— Tap-Position ————
Estimation Control
0 CONTROL
Flat Constrained
E63 [*— Delay —*|*— Tap-Position ——>
Estimation Control
0

Fig. 4. Timing Chart.

4. DISTRIBUTED AND AUTONOMIC CON-
TROL OF MULTIPLE EC UNITS

The distributed and autonomic control of mul-
tiple echo canceler units based on the algorithm
described in Section 2 is performed as follows:

(@) L; coefficients, where L; is the number of
active taps for EC,, are cleared and distributed
evenly over the tapped delay line of EC;. Inac-
tive tap indices are kept in a queue K; for EC;.

EC, estimates the most significant dispersive
region by flat-delay estimation. When the flat-
delay estimation has been terminated, the coeffi-
cient location for its largest absolute coefficient
is defined as I ;.-

Imax1ily, the boundaries of the constrained
region for EC;, are transferred to EC,.

Indices to active taps are examined. Indices
within I, #L, are kept in EC;, while the oth-
ers are transferred to EC,. The same number of
indices as those transferred to EC, are extracted
from K, of EC; to be made active with a zero
initial value.

EC, starts its own flat-delay estimation accord-
ing to (b). This estimation is carried out for tap
indices larger than I ,;; +Li. I . is defined
like Iax1- On the other hand, constrained tap-
position control is started for EC, with a con-
straint on the active-tap boundaries of I, 3L.

(f) When the flat-delay estimation for EC, has been
terminated, the coefficient location for its
largest absolute coefficient is defined as I .,5.

Imax2*Lo, the boundaries of the constrained
region, and active-tap indices outside these
boundaries are transferred to EC;, where L, is
the number of active taps for EC,. ECj starts
its own flat-delay estimation according to (b).
This estimation is carried out for tap indices
larger than I,,,» + L,. Both EC; and EC, start
constrained tap-position control with a con-
straint of I,,,;+L, and I ,,, 31, respectively.

(d)

@

©

®
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Fig. 5. Impulse Response of the Echo Path.
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Fig. 6. Convergence Characteristics for a Colored
Signal.
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These procedures are repeated for each EC for
M>3.

S. SIMULATION RESULTS

Simulations were carried out to compare full-
tap NLMS, STWQ [10] and the proposed algorithms.
An echo-path impulse response with four echoes [4]
shown in Fig. 5 was used. EC, cancels the first two
dispersive responses and EC,, the last two. A white
Gaussian noise (WGN) of zero mean and unit vari-
ance is applied to drive a recursive filter with a trans-
fer function of

0.25 D
1-1.5Z1'+22-0.2523" (
The resulting colored signal was used as the input
signal to generate multiechoes. Another WGN with
an echo-to-noise ratio of 24dB in magnitude is used
as an additive noise. A linear-to-u-law and a u-law-
to-linear conversions are both applied twice in cas-
cade to echo generation for modeling PCM (pulse
code modulation) codecs. (u;, ) are set (0.25, 0.5)
for EC, and (0.125, 0.25) for EC,. The step-size for
all other algorithms is 0.5. L;=L,=60, N=1024 and
all other parameters are same as [11].

Fig. 6 shows the ERLE defined by
k

Y v
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Fig. 7. Speech Signal Used for Simulations.
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Fig. 8. Convergence Characteristics for the Above
Speech Signal.

where y; is the i-th sample of the echo and ¥, is the
corresponding echo replica obtained as a sum of
replicas generated by unit echo cancelers. An ERLE
curve is an average of 100 ERLE samples, each of
which is an ensemble average of 50 independent
runs. The proposed algorithin saves about 50% in
the convergence time over STWQ, and 80% over the
full-tap NLMS which requires much more number of
taps.

Convergence for a speech signal, which is
depicted in Fig. 7, was also evaluated. Figure 8 com-
pares the ERLE by the proposed and STWQ algo-
rithms. Because of the superior tap-position control,
the proposed algorithm outperforms STWQ algo-
rithm. Even with a speech signal as the input, ERLE
level reaches 20 dB or even more.

It is interesting to see the coefficient-error vec-
tor defined by the difference of the coefficient vector
and the impulse-response vector. This is a measure
of how well the coefficient vector models the
impulse response. Figure 9 shows the norm trajecto-
ries of the coefficient-error vector for the proposed
and STWQ algorithms. It is clear that coefficients
adapted by STWQ do not model the impulse
response for speech input, while those by the pro-
posed algorithm do quite well as adaptation goes on.

Finally in Fig. 10, positions of active taps for
EC; and EC, are depicted. For about 5000 itera-
tions, EC, performs flat-delay estimation. During
this period, active-tap positions are evenly distributed
over the available positions between 0 and 1024
which is defined by the total number of taps, N.
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After flat-delay estimation has been over, the con-
strained region is set in the range of 0 to 60. Trajec-
tories of active tap positions are controlled in this
range. In terms of EC,, flat-delay estimation starts at
around the 5000th iteration when EC, terminates its
own flat-delay estimation. It is over after 10000 iter-
ations and constrained tap-position control begins
with a constrained region around the 300th sample of
the impulse response in Fig. 5. Because silent sec-
tions of the speech are often encountered during flat-
delay estimation of EC,, it takes about twice the
number of iterations compared with those for EC;.

6. CONCLUSION

A scalable multiecho cancellation system
based on multiple autonomic and distributed echo
canceler units has been proposed. A distributed con-
trol section is equipped with in each unit. To change
the number of echoes to be canceled, some echo can-
celer units can simply be plugged in or unplugged.
The convergence time with a colored-signal input is
reduced by approximately 50% over STWQ, and
80% over full-tap NLMS algorithm. With a real
speech input, the proposed system cancels the echo
by about 20 dB. Tap-positions have been shown to
be controlled correctly.
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