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ABSTRACT

This paper presents implementation and per-
formance evaluation of a sparse-tap adaptive FIR filter
with tap-position control. For reduction of computa-
tional costs, a small number of filter coefficients are
assigned to significant regions in the impulse
response. Implementation of adaptive filters using two
diffrencet floating-point digital signal processors
(DSPs), 4PD77230 and ADSP-21020, is described.
Assuming a typical satellite communication channel,
the number of computations can be reduced by almost
90% for both DSP’s compared with that of a full-tap
normalized LMS algorithm. The implemented echo
cancellers reduce echoes by almost 20dB for both
white-noise and real speech signals. Tracking perfor-
mance for phase rolls and flat-delay changes is also
examined.
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1. Introduction

In long distance communincation channels,
echo cancellers are widely used to reduce echoes gen-
erated by hybrid transformers. Figure 1 shows an
example of such a system, a satellite communication.
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Fig. 1. Echo cancellation in satellite Communications.
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Fig. 2 Echo path impulse response.

Usually, echoes generated by Hybrid B at Terminal B
are cancelled by Echo Canceller B at the same termi-
nal. However, in some systems, Terminal B does not
have an echo canceller and Echo Canceller A at Ter-
minal A should cancel the echoes. In this case, the
echo path consists of a short dispersive region and
long flat-delays. Figure 2 demonstrates an impulse
response of such an echo path.

Cancellation of such an echo by an FIR filter
requires a large number of taps just for spanning the
long flat-delays, typically more than 500 milliseconds.
To reduce a large number of computations for an FIR
filter with a large number of taps, scrub taps waiting in
a queue (STWQ) algorithm has been proposed[1].
This algorithm uses a small number of filter coeffi-
cients, whose positions are independently controlled.
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Figure 3 shows the block diagram of an echo
canceller equipped with STWQ algorithm. Filter
coefficients are connected to a tapped delay-line via a
routing switch. STWQ algorithm can reduce the num-
ber of filter coefficients at the expense of additional
operations for routing switch and tap-position control.
However, neither comparison of total computational
amount nor implementation of these algorithm has
been reported.

This paper presents implementation of an
adaptive filter based on STWQ algorithm using digital
signal processors (DSP’s) and performance evaluation
of the implemented adaptive filters. The number of
computations is examined for two DSP’s with com-
pletely different architecture, followed by hardware
implementation for both DSP’s. Experimental results
show the performance of the implemented echo can-
cellers for a white noise input and a speech signal.
Tracking characteristics for phase rolls and flat-delay
changes are also examined.

2. Tap-Position Control by STWQ Algorithm

STWQ algorithm[1] selects L active taps
with filter coefficients from N taps. The other taps
(inactive taps) do not have coefficients. The active
taps are selected based on the coefficient values.

Figure 4 demonstrates the tap position con-
trol by STWQ algorithm. The indices of the inactive
taps are stored in a queue. After Q iterations of coeffi-
cient updates by the normalized LMS (NLMS) algo-
rithm[2], an active tap with the smallest coefficient in
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Fig. 5. Block diagram of ¢/PD77230.

magnitude is made inactive. Then, an inactive tap
index is taken from the queue and an inactive tap cor-
responding to the index is made active. The filter
coefficient for newly activated tap is reset to zero.

3. Considerations for DSP Implementation

In DSP implementation of STWQ algorithm,
realization of the routing switch is important. Reading
input signals from the tapped delay line through the
routing switch takes several instruction cycles for cir-
cular buffer operation and address transformation.
Finding the smallest coefficient in magnitude may also
require several instruction cycles. If a DSP has deep
pipeline stages, finding the minimum may be critical.
Since the number of computations depends on the
DSP architecture, implementation by two floating-
point DSP’s with completely different architecture,
#PD77230[3]1 by NEC and ADSP-21020[4] by Analog
Devices, has been examined. Figures 5 and 6 depict
brief block diagrams of these DSP’s, in which only
important portions are shown.

3.1. Implementation of Routing Switch

The routing switch is realized by two mem-
ory read operations: reading the input signal address
or the active tap index and then reading the input sig-
nal itself. Additional operations may be necessary to
cope with a circular buffer overflow.

In implementation using £PD77230, circular
buffer operation requires no additional operations.
Using whole RAMI1 as the tapped delay line makes
realization of the circular buffer simple. The index
register IX1 holds the memory address which corre-
sponds to the top of the delay line. The active tap
index is loaded to the base pointer BP1. The sum
IX1+BP1, which is automatically calculated in the
"base plus index" addressing mode, is used as the data
address. Even if 512<IX1+BP1, the output of the
address adder is automatically fixed to IX1+BP1-512,

In implementation using ADSP-21020, the
same simplification as for ¢/PD77230 is not applicable
because of its wide memory space: 4 gigawords for
Data Memory (DM) and 16 megawords for Program
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Memory (PM). The circular buffer is implemented by
a modulus logic in a data address generator (DAG).
The input signal address in the buffer, rather than the
active tap index, is loaded to an address register in the
DAG. The address is updated and then restored into
the DM.

Overhead for these operations is minimized
by reducing the number of such address manipulations
to only once per active tap in a sampling period. All
computations, i. e., coefficient adaptation, convolution,
power calculation, and finding the smallest coefficient
in magnitude, for an active tap in a sampling period
are carried out in a single loop.

This optimization also minimizes the number
of memory access for filter coefficients. Only one
read and one write are performed for one filter coeffi-
cient. Note that minimizing the number of memory
access is important for processors with a load-store
architecture such as ADSP-21020, in which all calcu-
lation units read input data only from a register file
and write the results back only to the register file.
Such optimization is not always effective for
#PD77230, which has dedicated data paths from data
memories to calculation units.

3.2. Finding Smallest Coefficient in Magnitude

Finding the smallest coefficient in magnitude
may take several instructions. For 4PD77230, this is
most critical. 4PD77230 requires one wait cycle
between a compare operation and a conditional
branch. This DSP always executes an instruction just
after a branch (delayed branch). These features may
cause extra no-operation instructions. Two move
instructions are required to save both the minimun
value and the tap index.

After minimizing the number of instruction
cycles, finding the minimum requires 6 instruction
cycles per active tap. This is same as the total number
of instructions per active tap for FIR filtering, power
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Tab. 1. Number of Instructions

H#PD77230 ADSP-21020
STWQ
NLMS | FIR+ | FIR+ | NLMS | STWQ
Adapt | Min
3.4N 6L 9L 2N 6L

calculation, and coefficient adaptation. To reduce the
total number of computations per sampling period,
either coefficient adaptation or finding minimum is
performed in a single sampling period.

ADSP-21020 also has deep pipeline stages;
two instructions after a branch instruction are always
executed. However, this DSP needs no wait cycles
between a comparison and a branch. Zero-overhead
conditional instruction, which means that one compu-
tation is executed only if a specified condition is satis-
fied, may reduce the number of extra no-operations
caused by conditional branches.

Thanks to a combination of a conditional
instruction and simultaneous data transmissions for
both the minimum value and the tap index, no condi-
tional branches are necessary. Execution of all com-
putations for an active tap in a single loop also reduces
overhead for finding the minimum. Calculation of
squared coefficient, which is an alternative to the mag-
nitude, and comparison of the squared value with the
minimum value are simultaneously performed with
other operations. Compared with a loop without find-
ing the minimum, the number of additional instruction
cycles for finding the minimum is only one cycle per
active tap.

3.3. Number of Computations

Table 1 compares the number of instructions
for the NLMS algorithm and STWQ algorithm. For
both £PD77230 and ADSP-21020, the number of
instructions per active tap necesary for STWQ algo-
rithm is almost three times larger than that for the full-
tap NLMS algorithm. If the number of total taps N is
three times larger than the number of active taps L or
more, STWQ requires smaller number of computa-
tions than the NLMS. Note that almost same results
have been derived for two DSP’s with completely dif-
ferent architecture.

Assuming an 8kHz sampling and a typical
satellite communication channels, N is about 8000 for
1 second of total echo path delay. For four dispersive
regions caused by hybrid transformers, L is about 256.
The ratio L/N is about one-thirtieth. Therefore, total
number of computations for STWQ algorithm can be
reduced by almost one-tenth compared with that for
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the full-tap NLMS algorithm.

The maximum number of active taps L,y is
primarily limited by the processor speed. For an 8kHz
sampling, L., is about 64 for 6.SMIPS pPD77230
and about 512 for 33MIPS ADSP-21020. The maxi-
mum number of total taps N, depends on both
memory size and optimization scheme. For optimiza-
tion, Ny, for 4PD77230 is chosen as 512, which is
same as the data RAM size. Ny,, for ADSP-21020 is
limited only by the memory size. Since this DSP has
no internal memories, no limitations are caused by the
internal memory size. Though expensive high-speed
memories are required, the DSP can be equipped with
any necessary amount of memories.

4. DSP Implementation of STWQ algorithm

4.1. Implementation using zPD77230

A pPD77230-based echo canceller has been
implemented using a multiple-DSP system shown in
Fig. 7. Three £PD77230s are used. DSP#0 controls
active tap position and entire echo canceller. DSP#1 is
for adaptive filtering and echo cancellation. Echo gen-
erator for performance evaluation is realized by
DSP#2. The number of total taps N and the number
of active taps L are chosen as 512 and 32. The adap-
tation step-size is 0.01. Though two DSP’s are used
for simplicity of programming and shortage of internal
memory, only one DSP with external memory is
enough. Figure 8 depicts the implemented echo can-
celler.
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Fig. 10. Power spectrum of residual echo.

4.2. Implementation using ADSP-21020

An echo canceller based on ADSP-21020
has been implemented using EZ-LAB™ evaluation
board[5] shown in Fig. 9. To cancel four echoes with
reverberation time of eight milliseconds each and one
second of end-to-end delay, the number of total taps N
and the number of active taps L are chosen as 8192
and 256, respectively. Since this L is half of the maxi-
mum number of active taps Ly, two echo cancellers
can be realized by using one DSP. The adaptation
step-size is chosen as 0.25.

5. Experimental Results

The performance of the implemented echo
cancellers have been measured for both white-noise
input and real speech input. For the #PD77230-based
echo canceller, the echo generator on the same DSP
board has been used. The residual echo power has
been analyzed by Advantest R9211B FFT servo ana-
lyzer. Figure 10 shows the power spectrum of the
echo and the residual echo by 4PD77230 based echo
canceller. The echo is reduced by almost 20dB.

Echoes for the echo canceller based on
ADSP-21020 have been generated by TASKIT series
II telephone network simulator. The echo path con-
sists of two dispersive regions; one is at the near end
and the other is at the far end. Except for a flat-delay
change test, the round-trip delay has been chosen as
600 milliseconds, which agrees with that of a typical
satellite communication channel.
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Fig. 11. Power spectrum of residual echo for white noise.
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Fig. 12. ERLE for white noise.

The residual echoes have been analyzed by
the same FFT analyzer as that used for the
HPD77230-based echo canceller. To examine the esti-
mated impulse response, the active tap indices and the
filter coefficients have been uploaded to the host com-
puter. The reference inputs, the echoes and the resid-
ual echoes have been digitized for ERLE (echo return
loss enhancement) calculation and computer simula-
tions. The performance of the echo canceller using
ADSP-21020 has also been compared with the com-
puter simulation results assuming an 8192-tap FIR
adaptive filter with the full-tap NLMS algorithm.
Computer simulation results have been used because
implementation of an 8192-tap FIR adaptive filter
based on the full-tap NLMS algorithm is difficult.

The power spectrum of the residual echo is
shown in Fig. 11. The echo is reduced by almost
25dB. Figure 12 compares the convergence character-
istics of the implemented echo canceller with the sim-
ulation results for NLMS algorithm. In the first three
seconds, the echo canceller achieves larger ERLE than
the NLMS with the step size of 1.0. STWQ congerges
faster than the NLMS with the step size of 0.25. Fig-
ure 13 shows that the impulse response estimated by
the echo canceller agrees with that estimated by the
full-tap FIR adaptive filter.

The tracking capability for phase rolls has
also been tested. In the phase roll, the polarity of the
far-end echo has been inverted. Figure 14 shows the
tracking characteristics for phase rolls. The perfor-
mance degradation of STWQ is smaller than that of
the NLMS. The implemented echo canceller also
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Fig. 14. ERLE for phase roll.

tracks the phase roll faster than the NLMS.

The tracking profile for flat-delay changes
and white-noise input is demonstrated by Fig. 15. The
round-trip delay has been changed from 400 millisec-
onds to 600 milliseconds at 30 seconds and then
returned to 600 milliseconds again. Though the
implemented echo canceller successfully tracks the
delay changes, the tracking speed is slower than that
of the NLMS. Two impulse responses for diferrent
flat-delays estimated by STWQ are shown in Fig. 16.
The echo canceller estimates the impulse responses
correctly.

The performance for a speech input has also
been evaluated. Figure 17 demonstrates the residual
echo power for a female speech input. Figure 18
shows the measured power spectrum of the residual
echo. The echo is reduced by about 15dB. The esti-
mated impulse response is shown in Fig. 19. Though
the near-end echo path is correctly estimated, the esti-
mated impulse response for the far-end echo path is
completely different from the optimum response
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Fig. 16. Impulse responses for different flat-delays.

shown in Fig. 13. Further improvements are necessary
in order to estimate the correct impulse response for
speech inputs.

6. Conclusion

DSP implementation and performance evalu-
ation of an adaptive FIR filter with tap-position control
has been presented. Two STWQ-based echo can-
cellers, one uses uPD77230 and the other uses
ADSP-21020, has been implemented. The number of
computations can be reduced by almost 90% for typi-
cal satellite communication channels. The imple-
mented echo cancellers reduce echoes by almost 20dB
for a white-noise input. The echo canceller success-
fully tracks phase rolls and flat-delay changes.
Though echoes can be reduce for real speech signals,
further improvements are necessary for correct estima-
tion of the impulse response.
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