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ABSTRACT

This paper proposes an adaptation control algorithm for a
stereophonic acoustic echo canceller without pre-processing
which can identify the correct echo-paths. A convergence
detection and an adaptive step-size are introduced into the
partial update algorithm which have an unique solution by
dividing the filter coefficients. The modification amount
of the filter coefficients detects the convergence and also
determines the step-size. By using the adaptive step-size,
the time-averaging of the filter coefficients required for the
conventional algorithm is not necessary. Faster conver-
genceis achieved by convergence detection.
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1 Introduction

Echo cancellers are used to reduce echoes in a wide range
of applications, such as TV conference systems and hands-

freetelephones. Torealistic TV conferencing, multi-channel

audio, at least stereophonic, is essential. For stereophonic
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Figure 1: Teleconferencing using SAEC

A stereophonic acoustic echo canceller without pre-processing

[5] has been proposed. Though this SAEC can identify the
correct echo-paths without sound distortion, its adaptation
control and convergence speed makes it difficult to apply
this SAEC for real systems.

This paper proposes an adaptation control algorithm for
astereophonic acoustic echo canceller without pre-processing.
Section 2 reviews the SAEC and its fundamental problem,
followed by the SAEC without pre-processing. The im-
proved adaptation control is prposed in Section 4. Com-
puter simulation results show the performance of the pro-
posed algorithm.

2 Stereophonic Acoustic Echo Can-
celler and Uniqueness Problem

teleconferencing, stereophonic acoustic echo cancellers (SAECI'Z?’bure 1 shows a teleconferencing using an SAEC. This

[1-4] have been studied.

SAEC's have a fundamental problem in which their fil-
ter coefficients cannot have an unique solution [1]. Though
SAEC'swith pre-processing [2, 3] are good candidates for
solving this problem, audible sound distortion caused by
the pre-processing arises.

echo canceller consists of four adaptive filters correspond-
ing to four echo paths from two loudspeakers to two micro-
phones. Each adaptive filter estimates the corresponding
echo path.

The far-end signal @;(n) in the i-th channel at time in-
dex n is generated from a talker speech s(n) by passing
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room A impulse response g, from the talker to the ¢-th mi-
crophone. «;(n) passes an echo path h; ; from the i-th
loudspeaker to the j-th microphone and become an echo
d;(n). Similarly, adaptivefiltersw; ;(n) generates an echo
replicay; (n). w; ;(n) isso updated asto reduce the resid-
ual echoe;(n)

SAEC's have a fundamental problem in which their fil-
ter coefficients cannot have an unique solution [1]. SAEC's
may have infinite number of solutions other than the opti-
mum solution w; ;(n) = h; ;.

Further analyses show that SAEC’s may have unique
and optimum solution when Ny < N4 is satisfied [6, 7].
For echo cancellation performance, Ng < Ny is prefer-
able. Therefore, if Ng < Nw < N4, SAEC in room B
achieves both perfect echo cancellation and optimum so-
lution. Such a condition, however, cannot be satisfied for
SAEC’sin both room A and B.

3 Correct Echo-Path I dentification by

Partical Updates[5]
3.1 Algorithm

In order to satisfy the uniqueness condition for both SAEC’s

inroom A and room B, the number of tapsfor SAEC Ny is
so chosen asto satisfy Ny /2 < Na < Ny and Ny /2 <
Np < Ny . If the size of both rooms are similar, which is
usual case, such Ny may exist. In adaptation, Ny /2 taps
are updated at a time; thus the effective number of taps for
SAEC Ny /2 is smaller than the impulse response length
in the far-end room N 4. To avoid the performance degra-
dation caused by the tap shortage, another Ny /2 taps will
also update at the other time.

Thefilter coefficient vector w; ;(n) is divided into two
sub-vectors w; ; s(n) and w; ; »(n) show by

wz’,j,NW/z—l(n)]T (1)

w; jo(n) = [Wij Nyy2(n), - wij nw-1()]T. (2

In the first stage, w; ; f(n) is updated while w; ; ;(n) is
fixed. This stage is repeated until w; ; ;(n) converges. As
the second stage, w; ; ;(n) is updated while w; ; ¢(n) is
fixed. This stageisalso repeated until w; ; »(n) converges.
These two stages are repeated one after another.

w; j f(n) = [w;jo(n), -,

3.2 Convergence Analysis

Convergence of the averaged filter coefficients has been an-
alyzed. The far-end signal on ¢-th channel #;(n) is derived

as
zi(n) = giTs(n) ©)]

where the talker speech vector s(n) and the impulse re-
sponse vector g, are defined by

9; = (950, 9i1s GiNac1)” (4)

s(n—Na+ D7 (5)

(17" denotesthetranspose of []. Theecho d; (n) and the echo
replicay; (n) iscalculated as

Z{hz 7, fwl f

+h2]bwl b(n_NW)} (6)

Z{wz 7, f

hiyjyf, hi,j,b: aziyf(n) and aziyb(n), are defined as

n) +wi;y(n)aip(n)}. (7)

wzf

Rij; = [hijo. s hijngo-i1]’ 8
hijs = [hijNw/2 s hijnw]t 9
zif(n) = [xi(n), - wi(n— Nw/24+1)]" (10)

[xl(n — Nw/Q), cey xz(n — Nw)]TCJ.l)

which are sub-vectors of h; ; and x;(n).
By using (3), the residual echo e; () is calculated by

aziyb(n) =

2
> Ahij s —wij j(n)} G psg(n)
i=1

2
+ D thige —wip(0)} Gipsi(n). (12)
i=1

s¢(n), sp(n — Nw ) isdefined by

Siyf(n) = [Si(n)’ T
siyb(n) = [sl(n — Nw/Q), cey
G; isamatrix defined by (15), which contains g, and per-

forms convolution between s;(n) and g;. By introducing
vectors and matrices defined by

hijp—wij(n)
o) = [hzj P wzj f(n)] (19
_ | hip—wijs(n)
h(n) = [hzjb—wzjb(n)] )
_ |Gy
G; = |:G2,f:| (18)
Gy
Gy, |:G2,b:| (29
simplified result for ¢; (n), i.e.,
ej(n) = df (n)Gys;(n)+ dy (0)Gysp(n)  (20)
is derived.

Teking an ensemble average of ¢;(n) leads usto

Elei(n)] = E[ei(n)ezr(n)]
= )Qfdf( n) +d; (0)Q,ds(0)
+ 2d7(n)Q;,ds(0) (21)
where
R; = s;(n)s} (n) (22)

si(n— Nw/Q—NA + 1)] (13)
si(n — Nw — Ny + 1)] (14)
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G,=| . Nw/2 (9)
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Ry, = sp(n)s] (n) (23)
Ry = sy(n)sj (n) (24)
Q; = G;R;GY (25)
Q; = GiR;Gy (26)
Q, = G, R, G} (27)
and d; (n) denotes an average of d¢(n). From
z;iz; =2Q;d;(n) +2Q;,dy(0) = 0, (28)

the averaged filter coefficient error d_’} which minimizes
E[ej(n)] is determined as

EI —Qlefbdb(0)~ (29)
Therefore, the filter coefficients will converge on
[wl,j,f(%)]
w3 j,7(00)
hl,j,f:| -1 |:h1,j,b — w1 ; 5(0)
[hz,y',f @ Qs haojp—ws74(0) ]
(30)

Thefirst termin theright hand sideisthe optimum solution.
The second term is the error caused by the tap shortage.

By repeating updates of w; ; ;(n) and w; ; »(n), the
coefficient error vectors dgfm) and d™ after m-thiteration
becomes

d" = K pd)™ (31)
d" = Ky d(™ (32)
where

K;= Q;leb (33)
Ky, =Q;'Qj,. (34)

Solving (31) and (32) resultsin
dy" = —K (K, K )" d (35)
" = (1 - (K, Kp)™)dy. (36)

If the maximum absolute eigenvalue of K, K ; isless than
1, thefilter coefficients converge at the optimum value.

3.3 Problemson Adaptation Control

In the conventional agorithm, the adaptation control is a
difficult problem. For converge at the optimum value, each
stage should be terminated when thefilter coefficients con-
verge. This causes two problems: selection of the switch-
ing interval between two stages and a random walk around
the convergence value.

A long switching interval is used because a time in-
terval toward convergence is not known a priori. A long
switching interval causes slow convergence. To avoid an
influence of a random walk around the convergence value
on the performance, an time averaging of the filter coef-
ficients is used. Otherwise, a small step-size should be
used. The averaging increases the computational cost while
asmall step-size causes slow convergence.

4 Proposed Adaptation Control

An adaptive step-size and a convergence detection are in-
troduced for fast convergence with a small computational
cost. The adaptive step-size and the convergence detec-
tion are carried out based on the coefficient modification
amount defined by

2 - -
Piz [[Wijp(mK) — wijp((m— 1K)
2 -
> it |lwij p(mK)||?
(37)
where p is either f or b. To avoid the increase of the com-
putational cost, (37) is calculated once in a K iterations.

Coefficient adaptation is stopped when (37) is calculated.
The filter coefficients are considered to be converged if

2

D(m) =

D(m — 1) < D(m) issatisfied. The step-sizeis controlled
by
D 1/4
N(m) = Hmaz (#) (38)

where D, isamaximum valueof D(m) inasame stage.
Usually, D(1) is used as @ Dyae. #(n) is used within
mK <n<(m+1)K.

The overview of the adaptation control is as follows:

1. Update filter coefficients with 14(0) = i, for first
K iterations.

2. calculate D(1). Dypep = D(1).



Table 1: Simulation Conditions

| Parameters | |

Na, N, Nw 64

Fixed switching interval 20000

Averaging interval 10000

K 5000

Adaptation algorithm NLMS
Fixed step-size 1.0
Hmazx 10

Far-end talker signal s(n) | White Gaussian
Additive noise None

Table 2: Adaptation Control Methods

| Name | Step-size | Interval | Averaging |
Proposed Adaptive | Adaptive No
Conventiona Fixed Fixed Yes
Referencel | Adaptive | Adaptive Yes
Reference 2 Fixed | Adaptive Yes
Reference 3 Fixed | Adaptive No

3. Update filter coefficients with 1:(m) by (38) for next

K iterations.
4. calculate D(m).
5. If D(m—1) < D(m), then proceed to the next stage.
6. If Doy < D(m), then Dyep = D(m).
7. Goto 3.

5 Computer Simulations

Simulations have been carried out to show the performance
of the proposed algorithm. Table 1 depicts the simulation
conditions. All room impulse responses, g, and h; ;, are
64-tap FIR filters. In this case, SAEC’s do not have an
unique solution. Adaptive filters are 64-tap FIR filters. As
an adaptation algorithm, Normalized Least Mean Squares
(NLMYS) algorithm [8] is used. Adaptation control meth-
ods are compared by Tab. 2. To show the effect of the
adaptive step-size and averaging, several combinations are
compared in addition to the proposed method.

Figure 2 comparesthe normalized coefficient error (NCE)

defined by

i llwii(n) — i
2
2z |12
The proposed agorithm converges to -20dB of NCE al-

most 10 times faster than the conventional algorithm. Since
the convergence characteristics of the proposed algorithm

NCE(n) = 2= (39)
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Figure 2: Normalized Coefficient Error

is almost same as “ Reference 1, the averaging is not re-
quired. Comparison of the proposed algorithm with “ Ref-
erence 2" and “Reference 3" shows the advantage of the
adaptive step-size. Without the adaptive step-size, the NCE
becomes large even if the averaging is used.

6 Conclusions

This paper proposes an adaptation control agorithm for a
stereophonic acoustic echo canceller without pre-processing
which can identify the correct echo-paths. A convergence
detection and an adaptive step-size based on the modifica-
tion amount of the filter coefficients are introduced. Simu-
lation results show the faster convergence and smaller co-
efficient error.
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