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Abstract. A BCI system, using orthogonalized EEG data sets and mul-
tiple multilayer neural networks (MLNNs) in a parallel form, is proposed.
In order to emphasize feature of multi-channel EEG data, Gram-Schmidt
orthogonalization has been applied. Since there are many channel orders
to be orthogonalized, many kinds of orthogonalized data sets can be gen-
erated for the same EEG data set by changing the channel order. These
data sets have different features. In the proposed method, different chan-
nel orders are assigned to the multiple MLNNs in a training phase and in
a classification process. A good solution can be searched for by changing
the channel orders within a small number of trials. By using EEG data
for five mental tasks, a correct classification rate is increased from 88%
to 92%, and an error classification rate is decreased from 4% to 0%.

Keywords: BCI, EEG, Brain waves, Neural network, Mental task, Or-
thogonal components, Gram-Schmidt.

1 Introduction

Approaches to BCI systems include nonlinear classification by using spectrum
power, adaptive auto-regressive model and linear classification, space patterns
and linear classification, hidden Markov models, and so on [1]. Furthermore,
neural networks have been also applied [2]. In our previous works, FFT of EEG
data and a multilayer neural network (MLNN) have been applied to the BCI.
Efficient pre-processing techniques to extract features have been also employed
[5]. Furthermore, the generalization learning methods have been applied [4],[6].
Effects of sensor locations has been analyzed for BCI using MEG data [7].

Methods to extract essential features of the multi-channel EEG data have
been proposed. In our previous work, Gram-Schmidt orthogonalization has been
applied to generate the orthogonal components [8]. The orthogonalized data
sets have different features for the different channel order to be orthogonalized,
resulting in different classification performances. For this reason, the optimum
channel order should be searched for [8].
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2 BCI System Based on Multiple MLNNs

2.1 Gram-Schmidt Orthogonalization

The vectors {x1, x2, · · · , xM}, which express the brain waves at M-channels, are
usually linearly independent. This set can be transferred into the orthogonal
vector set {v1, v2, · · · , vM} by Gram-Schmidt orthogonalization [9]. {vi} are
Fourier transformed and their amplitude are pre-processed [5], and are used as
the MLNN input data [8].

2.2 Proposed BCI System Using Orthogonalized EEG and Multiple
MLNNs in Parallel Form

In order to overcome the above channel order problem, a BCI system using
multiple MLNNs in a parallel form, shown in Fig.1, is proposed in this paper.
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Fig. 1. A BCI system using orthogonalized EEG data and multiple MLNNs in parallel
form. L kinds of channel orders are used for MLNN-1∼MLNN-L.

Let vij be the i-th orthogonalized input data set generated by using the i-th
channel order. L input data sets, vij , i = 1 ∼ L, j = 1 ∼ M , are generated from
the same EEG data set, and are applied to MLNN-i, i = 1 ∼ L individually. They
are trained independently so as to output the desired response. In the classifica-
tion process, letting the output of MLNN-i be yi = [yi1, yi2, · · · , yiK ]T , i = 1 ∼ L,
the total output ytk is given by Eq.(1). The mental task is classified based on
the maximum element in yt = [yt1, yt2, · · · , ytK ]T [5].

ytk =
1
L

L∑

i=1

yik, k = 1 ∼ K (1)

2.3 Conventional Multiple MLNNs in Parallel Form

A similar structure has been proposed as shown in Fig.2 [10], denoted ’Method-
I’ in this paper. MLNN-i, i = 1 ∼ L receive the same input data, that is
x1, x2, · · · , xM , and provide the outputs, yi = [yi1, yi2, · · · , yiK ]T , i = 1 ∼ L,
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which represent the corresponding mental task. In order to realize high general-
ization performances, different initial connection weights are assigned to MLNN-
1 ∼MLNN-L. Each MLNN is trained so as to output the desired targets. The
final outputs are also given by Eq.(1)
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Fig. 2. Conventional Method-I: EEG data are not orthogonalized. Initial connection
weights of MLNN-1 ∼ MLNN-L are different.

Another conventional approach using multiple MLNNs is ’Bagging Method’
[11], called ’Method-II’ in this paper. MLNN-1 ∼MLNN-L are trained by using
different EEG data for the same mental task. Each MLNN is trained to output
the desired targets, and the final outputs are given by Eq.(1). In the classification
process, a single EEG data set is applied to all MLNNs.

In the proposed method (Fig.1), the EEG data are orthogonalized. On the
other hand, the conventional methods, that is Method-I and Method-II, use the
original EEG data. As described in Sec.2.1, the Gram-Schmidt orthogonalization
process can generate different orthogonalized data sets by changing the channel
order. This means that feature of each channel can be emphasized, at the same
time, different kinds of feature sets can be generated, which can be effectively
applied to MLNNs. These two points of the proposed method can improve the
mental task classification performance.

3 Simulations and Discussions

In this paper, EEG data, available from the web site of Colorado State University
[3], are used. The following five kinds of mental tasks are employed. (1)Baseline-
relaxed situation, (2)Multiplication, (3)Letter composing, (4)Rotation of a 3-D
object, (5)Counting numbers.

3.1 Simulation Setup

The EEG data with a 10 sec length for five mental tasks were measured 10
times. Therefore, 10 data sets are available. Among them, 8 data sets are used
for training and the remaining 2 data sets are used for testing. Five different
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combinations of 2 data sets are used for the testing. Thus, five independent
trials are carried out. Classification accuracy is evaluated based on the average
over five trials [1].

Mental task classification is evaluated based on a correct classification rate
(Pc), an error classification rate (Pe) and a rate of correct and error classification
(Rc) as follows:

Pc =
Nc

Nt
× 100%, Pe =

Ne

Nt
× 100% (2)

Rc =
Nc

Nc + Ne
, Nt = Nc + Ne + Nr (3)

Nc, Ne and Nr are the numbers of correct and error classifications and rejec-
tions, respectively. When the MLNN outputs are smaller than the threshold, no
estimation is provided, that is ’Rejected’. Nt is the total number of the testing
data. Rc is used to evaluate a correct classification rate except for ’Rejection’.

The number of hidden units is 20. The threshold for rejection is set to be 0.7.
The MLNNs are trained by the error back propagation learning algorithm.

3.2 Classification Performances

Table 1 shows classification performances of the proposed BCI system shown in
Fig,1. In the learning process, small random numbers, uniformly distributed in
[−0.05, 0.05], are added to the MLNN input in ’Generalization’ and not added
in ’No Generalization’. The channel orders, with which good classification per-
formances are obtained in the BCI system using a single MLNN shown in Fig.1,
are used. ’L’ is the number of the MLNNs in a parallel form. For example, in
the case of ’L = 5’, five kinds of the above channel orders are used for MLNN-
1∼MLNN-5. ’Average’ means average values of Pc, Pe and Rc of the BCI system
for all channel orders. In this table, Pe is always zero. Pc can be improved by
the generalization method.

Table 1. Classification performance of proposed method

No Generalization Generalization

L Pc[%] Pe[%] Rc Pc[%] Pe[%] Rc

Average 71.5 12.2 0.855 82.3 8.1 0.911

5 76 0 0.947 80 0 0.957

10 80 0 0.929 78 0 0.978

20 78 0 1.0 84 0 1.0

30 76 0 1.0 84 0 1.0
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Table 2 shows classification performance of Method-I. Even though Pc can be
improved from the proposed method, Pe stil remains 4 ∼ 6%. Table 3 shows clas-
sification performances of Method-II. Compared to the previous two methods,
the classification accuracy is not so good.

Table 2. Classification performance of Conventional Method-I

No Generalization Generalization

L Pc[%] Pe[%] Rc Pc[%] Pe[%] Rc

Average 76.1 7.3 0.912 86.8 5.4 0.942

5 76 6 0.927 88 4 0.957

10 76 6 0.927 88 4 0.957

20 76 6 0.927 88 4 0.957

30 76 6 0.927 88 4 0.957

Table 3. Classification performance of Conventional Method-II (Bagging Method)

No Generalization Genaralization

L Pc[%] Pe[%] Rc Pc[%] Pe[%] Rc

Average 65.5 13.9 0.825 75.9 11.5 0.867

5 60 8 0.882 76 0 1.0

10 66 6 0.917 76 0 1.0

20 66 6 0.917 76 2 0.974

30 68 6 0.919 76 2 0.974

3.3 Searching for Good Solution in Proposed BCI System

The following searching method is proposed in this paper. In one trial, the com-
bination of the channel orders, which are randomly determined and are used in
the BCI system shown in Fig.1, is changed 10 times. 10 kinds of solutions for the
BCI system can be obtained. Among them, the best solution is selected. This
kind of the trial is repeated 5 times (Trial: 1st, 2nd, 3rd, 4th, 5th), in order to
confirm general efficiency. The simulation results are shown in Table 4. Good
solutions with the highest Rc are selected in each trial, and are listed in this
table. As shown in this table, very high Pc, that is more than 90%, and very low
Pe, that is zero, can be obtained for L = 10. These results are very superior to
the results of the conventional methods.

This result means (1) the channel orders assigned to multiple MLNNs can be
determined randomly, and (2) the good solution can be searched for by changing
the combination of the channel orders only 10 times. The same results were
obtained for another subjects.
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Table 4. Classification performance of proposed method. Best solution is searched for.

L = 5 L = 10

Trial Pc[%] Pe[%] Rc Pc[%] Pe[%] Rc

1st 88 0 1.0 92 0 1.0

2nd 88 0 1.0 92 0 1.0

3rd 88 2 0.978 92 0 1.0

4th 92 0 1.0 92 0 1.0

5th 88 0 1.0 92 0 1.0

4 Conclusion

A BCI system, which uses multiple MLNNs in a parallel form with the orthogo-
nalized EEG data sets, is proposed. Different channel orders are assigned to the
multiple MLNNs. By searching for good solutions for different combinations of
the channel orders, the correct classification of Pc = 92% and the error classifi-
cation of Pe = 0% can be obtained. These results are very superior to those of
the conventional methods.
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