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Abstract— Source separation and signal distortion in three
kinds of BSSs with corvolutive mixture are analyzed. They
include a feedbrward BSS, trained in the time domain and
in the frequency domain, and a feedback BSS, trained in the
time domain. First, an evaluation measuee of signal distortion is
discussedSecond,conditions for source separationand distortion
freeare derived. Basedon theseconditions, source separationand
signal distortion are analyzed. The feedforward BSS has some
degreeof freedom,and the output spectrum can be changed.The
feedforward BSS,trained in the frequencydomain, hasweighting
effect, which can suppresssignal distortion. This weighting is,
however, effective only when the source spectra are similar to
each other. Since, the feedforward BSS, trained in the time
domain, does not have any constraints on signal distortion
free, its output signals can be easily distorted. A new learning
algorithm with a distortion free constraint is proposed.On the
other hand, the feedback BSS can satisfy both source separation
and distortion free conditions simultaneously Simulation results
support the theoretical analysis.

I. INTRODUCTION

Since,in mary applications,mixing processesre con/o-
lutive mixtures, several methodsin the time domainand the
frequeny domainhave beenproposedTwo kinds of network
structureshave beenproposedincluding feedforward(FF) and
feedback(FB) structures.Separationperformanceis highly
dependenbn the signal sourcesand the transferfunctionsin
the mixture [5]-[8],[11],[12],[14],[15].

The BSS learning algorithms make the output signalsto
be statistically independent.This direction cannot always
guaranteedistortion free separation.Some signal distortion

may be caused A regularizationmethodhasbeenproposed,

in which the distancebetweenthe obsered signalsand the
separatedsignals is addedto the cost function. However,

sincethe obsenationsinclude mary kinds of signal sources,

it is difficult to suppresssignal distortion. Furthermore gven
though the signal distortion in the BSSs is an important
problem,it hasnot beenwell discussed16].

In this paper first, anevaluationmeasuref signaldistortion
is discussed.Second,conditions for source separationand
signal distortion free are derived. Basedon theseconditions,
convergencepropertieaareanalyzedA new learningalgorithm

for the FF-BSS, trainedin the time domain,is also proposed.

Finally, simulation resultswill be demonstratedn order to
confirm resultsof the theoreticalanalysis.

Il. FF-BSS FOR CONVOLUTIVE MIXTURE
A. Network Structure and Equations

For simplicity, 2 signal sourcesand 2 sensorsare used.A
block diagramis shavn in Fig.1. The obsenrations and the
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(mixed signals)
Fig. 1. FF-BSSwith 2 signalsourcesand?2 sensors.

output signalsare given by
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B. Learning Algorithm in Time Domain

The learning algorithm is derived following the natural
gradient algorithm using the mutual information as a cost
function [4].

wkj(n —1— L, 1) = wrj(n, 1) + n{wg;(n,1)

Z Z n))yp(n — 1+ q)wpi(n, )} (3)
75]
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n is a learningrate.

C. Learning Algorithm in Frequency Domain

~ Filter coeficientsin the separatiorblock aretrainedaccord-
ing [4],[9],[10],[13],

W(r+1,m) = W(r,m)+ g[diag({®(Y (r, m))YH('r, m))
—(®(Y (r,m))Y " (r, m))]W (r, m) ©)
o 1 J
AY(rm) = s Ty ®)



r is the block numberusedin FFT, and m indicatesthe
frequeng pointin eachblock. <> is an averagingoperation.
W (r,m) is a weight matrix of the r-th block FFT and the
m-th frequeng point. Its (k, j) elementis Wy;(r, m), which
is the connectionfrom the j-th obsenationto the k£-th output.
Y (r,m) is the output vector of the r-th block FFT and the
m-th frequeng point. Its k-th elementis Y;,(r, m), which is
the k-th output.Y #(r, m) andY”’ (r, m) indicatethereal part
andthe imaginarypart.

I1l. FB-BSS FOR CONVOLUTIVE MIXTURE

A. Network Structure and Equations

Figure 2 shavs an FB-BSS proposedby Juttenet all [1].
The mixing stagehasa corvolutive structure.C;; consistsof
an FIR filter.

X1
S, Hu Y:
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Xz

Fig. 2. FB-BSSwith 2 signalsourcesand?2 sensors.

The obsenations and the output signals are expressedas
follows:

) = 303 hmsitn—m) @)
w(m) = nm -3 5 clmin—0) (@
b 1=0

B. Learning Algorithm

In the FB-BS, the learningalgorithmin the time domainis
used[3]. The following learning algorithm has beenderived
assumingsomeconditions[12],[14]. The signalsourcesS;(z)
and Ss(z) locate closeto the sensorsof X;(z) and Xs(z),
respectiely. Thereforefime delayof H;;(z),: # j areslightly
longerthanthoseof H;;(z). Furthermoreamplituderesponses
of Hji(z),i # j are smaller than those of H;;(z). These
conditionsare practically acceptable.

C]'k(n—f-l,l) C]'k(n,l)

+ nf(y;(n)g(yr(n —1))
f(y;(n)) andg(yx(n — 1)) areodd functions.

(9)

IV. CRITERION OF SIGNAL DISTORTION

How to evaluate signal distortion in the BSSsis one of
the problems.The learningalgorithmsusedin the BSS make
the outputsignalsto be statisticallyindependentEstimationof
the mixing procesds nottakeninto accountEspecially in the
convolutive mixtures,the outputsignalsare not guaranteedo

approachto thesourcesThereforethesignalsourcebsened
atthesensorsaretakeninto accouniasa criterionfor thesignal
distortion [3],[16].

In this paper the signal distortion is evaluatedas a dis-
tance from the obsered signal sources.However, in this
case,several criteria can be considered.The signal sources
includedin the obserationsz;(n) aregiven by H;;(2)S;(z)
and H;;(z)S;(z),i # j. How to combinethesecomponents
will provide several criteria. The following measuresare
considered.
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V. SOURCE SEPARATION AND SIGNAL DISTORTION IN
FF-BSS

A. Learning in Frequency Domain

For simplicity, the FF-BSSwith 2-sourcesand 2-sensors,
shavn in Fig.1, is used.Furthermore S;(z) is assumedo be
separatedat the output ¥;(z). This doesnot lose generality
Taking the signal distortion criterion into account,the condi-
tion on distortion-freesourceseparationcan be expressedas
follows:

Wi1(2)H11(2) + Wha(2)Ha1(2) = Hi1(2)  (18)
Wi1(2)Hy2(z) + Wia(z)Ha2(2) =0 (29)
Wa1(2)H11(2) + Waa(2)H21(2) =0 (20)
War(2)Hi2(2) + Waz(2) Haa(2) = Haa(z2)  (21)

The above equationsinclude two kinds of conditions. One
of them is the completesourceseparationthat is the non-
diagonalelementsarezeroasshavn in Egs.(19)and(20). The
otheris the signaldistortionfree, thatis the diagonalelements
are H;;(z) as shavn in Egs.(18)and (21). Theseconditions
arefurther modified.

From the relations of Eqgs.(19)and (20), H;;(z) are ex-



pressedas follows:

le(z) = —gijgj; HQQ(Z) (22)
Hgl(z) = —gz;gj; Hll(z) (23)

By substituting the above equationsinto the relations of

Egs.(18)and(21), H;;(z) canbe cancelled andthe following

equationsfor only W;;(z) are obtained.
Wll(Z)WQQ(Z) — W12(Z)W21(2) =
Wll(Z)WQQ(Z) — ng(Z)ng(Z) =

WQQ(Z)
Wu(z)

(24)
(25)

From theseequations,Wy;(z) = Waa(z) is derived. There-
fore, the above equationsresultin

Wii(z) — Wjj(z) = Wik(2)Wyi(2) = 0
i=1,2k=1,2j#k

(26)

This 2nd-orderequationexpresseghe condition on complete
sourceseparationwithout signal distortion. This equationis
solved for Wy, (z) and Was(z) asfollows:
1+ 1+4W12(Z)W21(Z) .
Wis() = L2V i
This constraintcan be includedin the learning processe®f
the FF-BSSin the time domainandin the frequeng domain.

1,2 (27)

B. Learning Algorithm with Constraint in Time Domain

The corventional learning algorithm given by Eqgs.(3),(4)
doesnot satisfy the conditiongiven by Eq.(27).Usually, only
Egs.(19)and(20) are approximatelysatisfyed Equations(18)
and (21) are not guaranteed.Therefore,in general, signal
distortion cannotbe supressed.

In this section,a new learningalgorithm for the FF-BSS,
trainedin the time domain,is proposed.The constraintgiven

by Eq.(27) is taken into accountin the learning process.

Equation(27) is rewritten asfollows:

(2Wj5(2) = 1) = 1 4 4W13(2)War(2) (28)

This constraintis usedin the learning processas follows:
Given Wi4(z) and Wy (z), the coeficients of W;;(z) are
obtainedso asto approximatethe relation of Eq.(28).

The condition for the distortion free sourceseparationis
derived basedon the completeseparatiorandsignaldistortion
free.However, thelearningof the separatiorblock beginsfrom
someinitial guessThereforejn the early stageof thelearning
processthe signalsourcesarenotwell separatedTakingthese
situationsinto account,the constraintof Eq.(28)is gradually
imposedasthelearningprocessnakesprogressThefollowing
learningalgorithmis proposed.

wkj(n +1, l) = wkj(n) + ﬂ{wkj(”)

- i 2¢(yk(n))yp(n — o+ p)wgp(n, o)} (29)

o=0 p=1
wii(N +1,0) = (1 = a)wjj(n + 1,1)

+awjj(n+1) (30)

w;;(n+1) is determinedso asto approximatethe relation of
EQ.(28).« is usuallysetto a small positive number

C. Sgnal Distortion in FF-BSS Trained in Frequency Domain

The constraint given by Eq.(27) can be applied to the
learning processin the frequeng domain. Given Wi5(e?*)
and W (e/*), W;;(e/) are calculatedby Eq.(27) exactly.
In this case,the constraintshould be gradually imposedas
describedn Sec.VB.

On the otherhand,in the frequeng domain,thereis some
weightingeffect. From Eq.(5), the correctionof the weightsis
highly dependenbn Y, thatis the frequeng responsef the
outputs.If the initial guessof W (r, m) is setto the identity
matrix, that is W(0,m) = I, thenY (0,m) = X(0,m),
where X (r,m) = HS(r,m). Therefore,the correction of
W (r, m) is proportionalto H S(r,m). If the signal sources
are all speech,their spectraare similar to each other In
this case,the spectraof X;, which are the compositesignals
of the signal sources,are also similar to thoseof speeches.
This meansthe correctionof W (r, m) is weightedby the
spectraof the obsened signal sources.Furthermore,as the
learning makes progress,since Y;, gradually approachedo
the S;, which is modified throughthe mixing and separation
processeghe weightingeffectsstill maintain.As discussedn
Sec.lV,thesignaldistortionis evaluatedbasedon the distance
from H;;S;. Therefore,when the signal source spectraare
similar to eachother the above weighting cansuppressignal
distortion. If the signal sourcesexist in different frequeny
e.g.asis in music,their spectraare not similar andit canbe
expectedthe maskingwill causesignaldistortion.

VI. SOURCE SEPARATION AND SIGNAL DISTORTION IN
FB-BSS

Therearetwo casesin which possiblesolutionsfor perfect
separatiorexist, as shavn below.

. . Ho (2 . Hio(z)
(1) Ca(z) = HIIEZ; Ci2(z) = Hﬂng; (31)
@ o) = I o= @

It is assumedhatdelaytime of H1,(z) andHs(z) areshorter
thanthatof Hs,(z) and H15(z). This meansthatin Fig.2,the
sensoof X is locatedcloseto S;, andthe sensoif X close
to S,. Fromthis assumptionthe solutionsin case(1) become
causalsystems.On the other hand, the solutionsin case(2)
arenoncausal.

WhenC;;(z) satisfythe separatiorconditionsEqgs.(31) the
output signalsare given by

Y1 (Z) =
YQ(Z) =

Hll(Z)Sl (Z)
HQQ(Z)SQ(Z)

They areexactly the sameasthecriteriaof the signaldistortion
discussedin Sec.IV. Therefore,the FB-BSS has a unique
solution, which satisfiesboth the source separationand the
signaldistortion free simultaneouslyThus,in the FB-BSS,if
completesignal separatioris achieved, then signal distortion
free is automaticallysatisfied.

(33)
(34)



VIl. SIMULATION AND DISCUSSION
A. Smulation Conditions
The transferfunction of the crosspathsare relatedto the
direct pathsasfollows:
Hyu(z) =
His(z) =

az_lHu(z)
ozz_lHQz(z)

(35)
(36)

Tow casesincluding &« = 0.9 (Mixture-1) and « = 0.5
(Mixture-2) are taken into account.Mixture-1 is a difficult
problemcomparedo Mixture-2. Speecheandcoloredsignals,
createdby 2nd-orderAR modelsareusedassourcesFFT size
is 256 pointsin the frequeny domaintraining.FIR filters with
256 tapsare usedin the FF-BSS, trainedin the time domain
andthe FB-BSS.Theinitial guessof the separatiorblock are
Wu(z) = WQQ(Z) =1 andW”(z) = O,Z;é j, in the FF-BSS,
andClg(z) = C21(z) =1 in the FB-BSS.
Sourceseparationis evaluatedby the following two kinds
of signal-to-interferenceatios STR; and STRy. Ay;i(z) is a
transferfunction from the i-th sourceto the k-th output.In this
case,S1(z) and Sz(z) are assumedo be separatedn Y;(z)
andY;(z), respectiely. However, it doesnot lose generarity

1" . .
o1 = o [ (A + [An(e™)")dw (37)
1" . .
o = o= [ (An(d)] + [An(e)*)dw (38)
SIR, = 10log;, 2L (39)
Ji1
1 [ , ,
T2 = oo _W(lAn("f]w)Sl(6]‘”)|2
+ [Ags(€)Sa (M) P)dw (40)
1" . .
giz = o _W(|1412(€N)52(6]”)|2
+ A () S1(7)?)dw (41)
SIR, = 10logq 222 (42)
032

B. Speech Sgnals

1) Source Separation: The learning curves of SR, are
shavn in Figs.3,4 and 5. Regarding corvergencespeed,the
FF-BSSsare slightly fasterthan the FB-BSS. On the other
hand,for separatiorperformancethat is the value of STR;,
the FB-BSSis superiorto the others.Among the FF-BSSs,
the frequeny domainlearningcan provide betterresult.

2) Sgnal Distortion: The criteria for the signal distor
tion, that is the amplitude responseof H;(z)S:(z) and
H5(2)S2(z) are shavn in Fig.6. The spectraof the output
signalsare shawvn in Figs.7,8, 9 and 10. The mixing process
is Mixture-2.

In the FF-BSS, trained in the time domain, the spectra
are not similar to the criteria shovn in Fig.6. Especially the
spectrain the high frequeng bandare amplified. Since,the
FF-BSShas a degree of freedom,the output spectracan be
changedin a way to make the output signalsto be more
statisticallyindependentOn the otherhand,asshowvn in Fig.8,

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
Iterations x 10°

Fig. 3. Learningcurveof STR; in caseof FF-BSStrainedin time domain
for speectsignals.
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Fig. 4. Learningcurveof STR; in caseof FF-BSStrainedin frequency
domainfor speectsignals.
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Fig. 5. Learningcurveof SIR; in caseof FB-BSStrainedin time domain
for speechsignals.
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Fig. 6. Spectrumof Hy1(z)S1(z) and Hz2(z)S2(z) for speectsignal

S.

Fig. 7. Spectrumof outputsignalsy; (n) andyz(n) in FF-BSStrainedin
time domainfor speechsignals
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Fig. 10. Spectrumof outputsignalsy; (r) andyz (n) in FB-BSStrainedin
time domainfor speectsignals.

Fig. 8. Spectrumof outputsignalsy; (n) andyz (n) in FF-BSStrainedin
time domainfor speechsignals.

which is the moststrict evaluation,the FB-BSSis superiorto
theothers.In S Dy, which compareonly amplituderesponses,
their differencedbecomesmall, still the FB-BSSis superiorto
the others.In SD,, and SD,; evaluations,which compare
only transferfunctions,they are almostthe same.Therefore,
it can be concludedthat regarding the signal distortion, the
FB-BSSis the bestaccordingto ary evaluationmeasuregnd
ary mixing models.

W

Fig. 9. Spectrumof outputsignalsy; (n) andyz (n) in FF-BSStrainedin
frequencydomainfor speechsignals.

C. Colored Sgnals with Different Frequency Bands
the spectraof the FF-BSS,trained with the distortion free
constraint,are drasticallyimproved comparedo the previous
ones,andare similar to the criteria.

The FF-BSS,trainedin the frequeny domain,hasa good
result. Its output spectraare very similar to the criteria. As
discussedn Sec.\/C, the separatiorblock W (z) aretrained
using the output spectraas the mask. Furthermore by using
the identity matrix as the initial guess,the output spectra
are similar to the obsenation in early stageof the learning
processThis maskingeffect cansuppresshe signaldistortion.
Finally, the FB-BSSshavn in Fig.10 also hasa good result.
As discussedn Sec.VI,the FB-BSScansatisfythe conditions
of sourceseparationand distortion free simultaneously As
sourcesare separatedsignal distortionis also suppressed.

The other evaluation measuresare summarizedin Tablel. x| X,
Regarding STR,, the FF-BSSin frequeny andthe FB-BSS  ~

As discussedn Sec.\fC, thereis the weighting effect in
the FF-BSStrainedin the frequeng domain. This weighting
effect suppressethe signal distortion whenthe spectraof the
sourcesare similar to eachother as a result, the spectraof
the obsered signalsare also similar to thoseof the souces.
However, it canbe expectedthatthe weightingis not effective
for the sourceswhich have differentenvelop of the spectrum,
andsignaldistortionwill occur In orderto confirmthis point,
another example is shavn here. Figs.11 and 12 shov the
spectreof the obsened signalsandthe spectraof H;;(2)S;(z),
respectiely. They are not similar to eachother becausehe
frequeng bandswherethe spectraaredominantaredifferent.

TABLE |
COMPARISON OF FOUR KINDS OF BSSS FOR SPEECH SIGNALS. MIX-1AND
2 MEANSMIXTURE-1AND 2, RESPECTIVELY. FF-BSSTIME(1), TIME(2)
AND FREQ. ARE TRAINED FOLLOWING EQS.(3)-(4), EQs.(29)-(30) AND
EQs.(5)-(6), RESPECTIVELY.

00 200 00 20

Fig. 11. Spectrumof observedsignalsfor coloredsignals.

arethe best.The signaldistortionin the FF-BSSin time with

Methods | Mix | SIR; | SD1q | SD1p | SD2a | SDas
FF-BSS| 1 | 122 | 049 | 271 | 9.67 | 8.36
time(1) | 2 193 | -052 | -282 | 104 | 9.22 Hy,S, Hx%
FF-BSS| 1 | 833 | -6.20 | -100 | -11.1 | -15.9
time(2) | 2 | 156 | -13.8 | -16.8 | -19.2 | -22.8
FF-BSS| 1 | 7.02 | 315 | -822 | -9.20 | -11.3

freg. 2 | 226 | -165 | 208 | -20.3 | -23.6 )
FB-BSS| 1 | 141 | -111 | -143 | -141 | -163

2 | 229 | 233 | 264 | 228 | 238 rshes B o

Fig. 12. Spectrumof H11(2)S1(z) and Hz2(2)S2(z) for coloredsignals.

The spectraof the output signalsare shavn in Figs. 13,

distortionfreeconstraintanbedrasticallyimprovedcompared 14, 15 and 16. The outputs of the FF-BSS trained in the

to the FF-BSSin time withoutthe constraintRegardingS D, .,

frequeny domain are not similar to the criteria, but are



TABLE 1

similar to obsened signals.This resultsupportsour theoretical
COMPARISON OF FOUR KINDS OF BSSS FOR COLORED SIGNALS. THE

analysis.The othermethodsobtainedsimilar resultsasin the

. . . MIXING PROCESS IS MIXTURE-1.
simulationsfor speechsignals.

Methods SIR, SIR> SD1a SDqy SD2a SDoy
FF-BSStime(1) 4.95 9.49 -0.08 -2.76 -0.69 -4.99
FF-BSStime(2) 7.07 10.2 -6.45 -9.58 -10.8 -13.6

FF-BSSfreq. 2.62 5.12 -6.28 -8.74 -8.23 -10.1

FB-BSS 7.19 16.5 -12.4 -15.0 -10.4 -13.6

occurs.The FB-BSS,trainedin thetime domain,hasa unique
Fio 13, Soechumof utbutsianal v( : - () e BSStaiedi solution, which satisfiesboth the source separationand the
1g. . pectrumot outputsignalsy (n) andyz(n) In - rainedin H . B - H .
time domainfor coloredsignals. distortion free con(_jmons smultaneouslySlmulatlon results
supportthe theoreticalanalysis.
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