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I. I NTRODUC T I O N

In the field of adaptive filters, the affine projection
algorithm (APA) [l] is well known as a generalized algo-
rithm of the normalized LMS algorithm[2],  [3]  into the
block signal processing.

We proposed the geometric learning algorithm (GLA)
as an application of the APA to perceptron[4],  [S]. The
connection weight vector is updated vertically towards
the orthogonal complement of k pattern vectors by the
&h order GLA. In[4],  [5],  the necessary condition for the
convergence of the 1st order GLA for 2 patterns’ classi-
fication within a finite number of steps regardless of the
initial weights was derived theoretically. That is, the up-
per and the lower bounds of the learning rate X for con-
vergence are determined by the angle 8 of the solution
area. When the number of the patterns is larger than 2,
a new concept “an angle $min of the solution area” was
introduced, in which the weight vector solutions exist.
It was numerically confirmed that the 8 - X relation is
good approximation of qmin - X. Furthermore, it was
theoretically proved that the Ist-order GLA with X = 2
always converges for any number of patterns.
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Considering the practical pattern classification prob-
lem, the information about the angle of the solution area
isn’t given generally. Therefore, the condition that the
learning rate is 2 has a special significance on the GLA.
From the geometrical point of view, the GLA in which
the learning rate is 2 can be expressed as the algorithm
in which the connection weight vector is updated to the
symmetric vector with respect to the orthogonal com-
plement of the space spanned by k pattern vectors used
for the update. In this way, the GLA in which the learn-
ing rate is 2 has a special significance in the convergence
properties and the geometrical sense. Therefore, in this
paper, the GLA with X = 2 is discriminated as “sym-
metric learning algorithm (SLA)” and the convergence
properties of the SLA are analyzed[6].

In PI :, PI7 VI, the convergence properties of the 1st
order GLA have been analyzed theoretically and nu-
merically. In this paper, the convergence
the higher order cases are analyzed.

properties of

In this paper,
vectors of which

the patterns to be
elements are real

classified
numbers.

are random
Therefore,

the patterns are on general position with probability 1.
The word “convergence”means  that the learning process
finishes by reaching the solution area. The words “global
convergence”means  that the learning converges within a
finite number of steps regardless of initial weights.

II. P E R C E P T R O N

Figure 1 shows a perceptron proposed by Rosen-
blatt[8].  The operation can be described by Eqs.(l)  and
(2) .
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Fig. 1. perceptron.
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are misclassified by the current weight vector. It isn’t
defined here how to select these patterns.

Y =
{

+l, u>o
- 1 ,  u<o (2)

When 0 is substituted in u of Eq. (l), this means a hy-
perplane  of which gradient and position are determined
by the connection weights wi. Therefore, perceptron has
the ability to discriminate the two classes which are di-
vided by this hyperplane in the pattern space. In Fig.1,
the threshold is fixed to 0 by equipping with the input
x0 which always takes -1 and the weight wg. This type
is convenient because the hyperplane includes the origin
point in exchange for only 1 dimensional enlargement of
input vectors. Therefore, this type of perceptron is con-
sidered in this paper. The number N of inputs including
this fixed input is the dimension of the pat terns.

B. Convergence Condition of ist order GLA
Figure 2 shows the weight update process in the 1st

order GLA for 2 patterns’ classification. Though the
learning converges in Fig.2, the GLA learning doesn’t
always converge within a finite number of steps for lin-
early separable patterns. In [4], [5],  [7], the condition
for the global convergence of the 1st order GLA was de-
rived theoretically through the analysis about the con-
dition that the learning oscillates for 2 patterns. That
is, the necessary and sufficient condition that the 1st
order GLA converges globally for 2 patterns is given as
follows:

0 ifO<esc,

III. G EOMETRIC L EARNING A LGORITHM ( G L A )  A N D
SYMMETRIC LEARNING ALGORITHM ( S L A )

A. Geometric Learning Algorithm
In the field of adaptive filters, the affine projection

algorithm (APA)  [ 1] is well known as a generalized algo-
rithm of the normalized LMS algorithm[2],  [3]  into the
block signal processing. The geometric learning algo-
rithm (GLA) was proposed as an application of APA
to perceptron for pattern classification[4],  [5], [9]. In
the kth order GLA, a weights update is done by us-
ing I% patterns which need to be learned, that is, the
patterns which are misclassified by the current weight
vector. The !&h order GLA is described as follows:

tan(z + g) +
tan(2  - g)

l>X>
tan(2  - g) + 1
tan(2  + $)

aif;  _<Wsr,
x>1 0

where, 8 is defined by the 2 patterns as shown in Fig.2.

[stepl] initialization :
w (0) is randomly set;

[step21  Ice is set to the number of patterns which are
misclassified by the current weight vector.
[step31  judgement of convergence :

if ko = 0 then stop
[step41

if I$ 2 I%

Fig. 2. Weights update process in l-GLA.

else

⌧  =  (⌧l, ⌧2, l - - ) ⌧yT
0

end if;

x  =  (x1,x2,--,xko)T (4)

In the case of more than 2 patterns (expressed as
“many patterns” in this paper), the learning process un-
til convergence or oscillation becomes more complicated.
One of the reasons is that the shape of the solution area
is more complicated and anot  her is that the order of pat-
terns to be presented is added to the degrees of freedom.
However, it was shown that the global convergence con-
dition for many patterns almost agrees with that for 2
patterns by considering the angle $min of the solution
area defined as the minimal angle of the solution area
viewed from the origin point 141,  [5].

[step51  weight update : C. Symmetric Learning Algorithm

w(n + 1) = w(n) - XX+Xw(n)

[step61  return to step2 :

(5)

where, X is the learning rate. Xf means the Moore-
Penrose generalized inverse of X. In Eqs. (3) and (4))
X1 -xk or x1--xko are selected from the patterns which

Eqs.(G) and (7) show that the 1st order GLA con-
verges globally for 2 patterns if the learning rate X is 2.
Furthermore, even in the case of many patterns, it was
proved that the 1st order GLA converges globally if X is
2[51’ VI*

Considering the practical pattern classification prob-
lem, the information about the angle of the solution area

(6)
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isn’t given generally. Therefore, the condition that the
learning rate is 2 has a special significance on the GLA.

In the GLA, the weight vector is updated vert ically to-
wards the orth.ogonal complement of the space spanned
by I% pattern vectors selected at each step. Therefore,
from a geometrical point of view, the weight vector is
updated to the “symmetric”vector with respect to the
orthogonal complement when X is 2.

In this way, the GLA in which the learning rate X
is 2 has the special significance from the viewpoint of
the convergence properties and the geometrical sense.
Therefore, the GLA with X = 2 is discriminated as
“symmetric learning algorithm (SLA)” .

I V .  C O N V E R G E N C E  C O N D I T I O N  O F  ~TH O R D E R  S L A
In this section, the relation among the order k, the

number P of pat terns and the dimension N of patterns
for the global convergence of /&h  order SLA is analyzed
theoretically.

Figure 3 shows an example of pattern classification
when N = 3 , P = 6. We consider the classification
of patterns A - F to black and white classes. The hy-
perplane  S is perpendicular to one of the weights which
divide all patterns correctly. The hyperplane S(i) is per-
pendicular to w(i) which is the connection weights after
the ith update. w(i) has not reached the solution, area
yet.

Fig. 3. Example of pattern classification (IV = 3, P = 6).

After the ith update, there are 3 misclassified pat-
terns, A, E, F. Considering the 3rd order SLA, these 3
patterns are used for the next update. As the dimension
N is 3, the dimension of the orthogonal complement of
these 3 pattern vectors is 0, that is, the weight vector is
updated towards the origin point. This means that the
weight vector is multiplied by -1. That is, the direction
of the weight vector is changed by x radian. As the posi-
tion of S(i) doesn’t change, after (i + 1)th update, there
are 3 patterns of which classes don’t agree with Eqs.(l)
and (2)) that is, B, C, D. The next update is done in
the same manner. Therefore, the learning oscillates at
this position, that is, the learning doesn’t converge.

In the above discussion, just the one case is consid-
ered, that is, I% = 3, N = 3, P = 6. However, it can be

shown easily that this oscillation happens when I% 2 N
and P > 2N. That is, k < N is the necessary condition
for the global convergence when P > 2N.-

V .  L E A R N I N G  S P E E D  OF ~TH ORDER SLA
In this section, it is analyzed theoretically that how

I% should be selected to maximize the learning speed of
the SLA. For simplicity, the patterns used in each up-
date are considered to be selected
misclassi fied patterns at each step.

at random from the

1

/A+

soluti/o area w(O)

Fig. 4. Weights update process in l-SLA.

Fig. 5. Weights update process in 2-SLA.

Figures 4 and 5 are the examples of weight updates by
the 1st order SLA and the 2nd order SLA, respectively.
In these examples, the number P of patterns is 2. The
learnings from the initial weight w (0) converge in 4 up-
dates and 1 update, respectively. Of course, the number
of updates until convergence by the SLA depends on the
initial weights. Therefore, Figs 4 and 5 are only certain
examples for the comparison of the learning speed of the
1st and 2nd order SLAs. However, in the 1st order SLA,
each update is done for the solution of the contradiction
between Eqs.(l),(2) and class about only one pattern.
In the 2nd order SLA, each update is done for the so-
lution about two patterns. Accordingly, it is considered
that the learning of the 2nd order SLA is faster than
that of the 1st order SLA on average.

Does the learning speed grow monotonously as the
order increases ? The answer is “NO”. In the following,
we show that the &h order SLA and the (N-k)th  order
SLA are equivalent for the learning speed if the number
of patterns P is large enough and the patterns can be
considered to be distributed uniformly. This leads to the
conclusion that the maximum learning speed is obtained
when k = N/2.
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As described before, the weight vector is updated to
the symmetric vector with respect to the orthogonal
complement by the SLA. Using another expression, only
the component in the space spanned by the k patterns
are reversed in the kth order SLA. Therefore, the fol-
lowing equations are valid.

w(o) =w;+w; (8)
Wk(l) = w; -w; (9)

where, wg is the projection of the initial weight w(0)  to
the orthogonal complement of k pattern vectors, WE is
the projection to the space spanned by k pattern vectors,
and wk(l)  is the weight after the 1st update.

(N-k)th  order SLA. Therefore, the following equations

Fig. 6. l-SLA and 2-SLA (1

In the same manner, only the component in the space
spanned by the (N - k) patterns are reversed in the u-G9

are valid.

w&/c(l)  = W&-k - wpN_lc (11)
It is assumed that the learnings by the kth order SLA

and the (N - k)th order SLA proceed in parallel from
w(0) and the spaces spanned by patterns selected each
step are orthogonal to each other. In this case, the fol-
lowing equations are valid. ,

w; = W5-k (12)

Accordingly, the following is valid from Eqs. (9), (11)
and Eqs.(l2),(13)

WN-k(l)  = w&-r, - WpN-k
-- w;-w;
-- --‘WI,  (1) (14)

This equation shows that the weight vector after the
1st update by the kth order SLA and that by the (N -
k)th order SLA are -1 times each other, that is, the
relation of reverse. Assuming that the next update is
done in the same manner, the weight vectors by the
kth order SLA and by the (N - k)th order SLA exactly
coincide after the 2nd update. In this way, the two
parallel learnings can be considered that their weight
vectors repeat the agreements and the reverses.

In order to explain the theoretical discussion above,
the 1st order SLA and the 2nd order SLA for 3 dimen-
sional patterns are considered as an example. Figures 6
and 7 show the 1st and 2nd updates by those SLAs. In
these figures, the pattern vectors are omitted. The rela-
tion between the complement towards which the weight
is updated and the weight vectors are shown.

st update).

Fig. 7. l-SLA and 2-SLA (2nd update).

In Fig.6, Cr (1) is the complement towards which the
1st update by the 1st order SLA is done. Cz(  1) is the
complement towards which the 1st update by the 2nd or-
der SLA is done. w (0) denotes the initial weight. 201(l)
and ws(l)  denote the weights after the 1st updates by
the 1st order SLA and by the 2nd order SLA, respec-
tively. Assuming that Cr (1) and C2 (1) are selected to
be orthogonal to each other, WI(I)  = -wz(l)  is true as
shown in Fig.6.

Assuming that the complements are selected to be
orthogonal at the 2nd update, the weights after the 2nd
update by the 1st and 2nd order SLAs exactly agrees
with each other, that is, w(2) as shown in Fig.7.

After that, assuming that the complements are se-
lected in the same manner, the update processes by the
1st and the 2nd order SLAs  repeat the agreements and
the reverses.

Of course, the consideration above shows only that
the kth order SLA and the (N - k)th  order SLA of
which update processes repeat the agreements and the
reverses can exist when the number P of patterns is
large enough and the patterns can be considered to be
distributed uniformly. The situation is different in the
practical pattern classification. First, the patterns are
not distributed uniformly. Second, as the patterns used
at each step are selected at random, the processes of
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the &h order SLA and the (N - /?) th order SLA don’t TABLE I
always repeat the agreements and the reverses even if UPPER BOUND OF ORDER k FOR SLA CONVERGENCE.
the learnings begin from the same initial weight.

However, the /&h order SLA and the (N - k)th order
SLA can be considered to be equivalent for the learn-
ing speed on average about many initial weights, many
patterns and many orders of pattern presentations.

The above consideration can be summarized as fol-
lows.

l The higher the order is, the faster the learning is,
if the order is relatively low, for example the 1st
order SLA and the 2nd order SLA.

l The kth order SLA and the (N - k)th order SLA
are equivalent from the viewpoint of the learning
speed on average.

Consequently, it can be said that the maximal learn-
ing speed of the SLA is obtained when I% = N/2 on
average. That is, the order I% of the SLA should be
selected to be l/2 of the dimension N from the view-
point of learning speed. This is a very interesting and
remarkable property of the SLA comparing with that
the learning speed of the APA increases monotonously
as the order increases [ 11.

VI. C OMPUTER S IMULATION

A. Order k of SLA and Convergence Property

The relation between the order k and the convergence
properties is investigated through computer simulation.

First, the linearly separable pattern sets of which the
dimension N = 3,4,7,10  and the number of patterns
P = 2 - 20 are generated. 20 sets are generated for each
combination of N and P. Therefore, the total number of
generated sets is 1520. Next, the convergence properties
of the 1stNPth  order SLAs  are investigated. The object
is to investigate the condition for the global convergence,
that is, the condition for convergence regardless of the
initial weights. Therefore, the convergence properties
are judged by 100 trials using different random initial
weights. When all the 100 trials have converged for a
certain set, it is judged to be “global convergence”for
the set. When the 100 trials include any that has not
converged, it is judged to be “not global convergence”for
the set. Each trial is judged by whether the learning
converges in 1000 updates or not.

Table I gives the upper bounds of k for global conver-
gence. In this table, for example, “6” at P = 18, N = 7
means that all the 20 pattern sets composed of 7 di-
mensional 18 patterns have converged globally by the
1st N 6th order SLA and have not converged globally
by more than the 6th order SLA. The plural numbers
as the upper bound means that the upper bounds for
global convergence have varied with pattern sets. For
example, “8, 9, P” at P = 15, N = 10 means that there

N
P

2
3
4
5
6

8
9
10
11
12
13
14
15
16
17
18
19
20

3 4 7 10

P P P P
P P P P

1,P P P P
2, p 2, 3, p P P

2 2, 3, p P P
2 3 P P
2 3 P P
2 3 P P
2 3 5, 6, p P
2 3 5, 6, p P
2 3 5, 6, p P
2 3 6 P
2 3 6 9, p
2 3 6 8, 9, p
2 3 6 7, 8, 9, p
2 3 6 8, 9, p
2 3 6 8, 9
2 3 6 9
2 3 6 9

have been 3 kinds of pattern sets in the 20 pattern sets
composed of 10 dimensional 15 patterns, that is, which
have converged globally by only the 1st - 8th order SLA,
which have converged globally by only the 1st - 9th or-
der SLA and which have converged globally by all the
1st - 15th order SLA.

At all combinations of N and P, though the global
convergence can be obtained until a certain k, it can not
be obtained about over a certain k. The global conver-
gences  have been obtained in the case of !G = 1 about all
pattern sets. This supports the proof in [5],  [7]. That is,
the 1st order SLA always converges within a finite num-
ber of steps for linearly separable patterns regardless of
the initial weights and the number of patterns.

This table shows the interesting relation among Ic, P,
N and convergence. The relation includes the result of
Sec.IV. That is:

l If P > 2N and I% > N, the learning doesn’t con-- -
verge globally. This result supports the analysis in
Se&IV.

l If P > 2N and k < N, the learning converges glob--
ally.

l If 2 < P 2 N, t h e 1earning converges globally re-
gardless of the order k.

a If N 5 P 5 2N, the upper bounds of k for global
convergence vary with pattern sets. Furthermore,
there are the case in which the learning doesn’t
converge globally even at the small k at which the
learning always converges globally when 2 < P s N-
or P > 2N.-
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B. Order k of SLA and Learning Speed

Figure 8 shows the average numbers of updates until
convergence for (N, P) = (7,16),  (10,20) in order to con-
firm the analysis in Sec.V. In this figure, each polygonal
line means the average number of updates until conver-
gence about 100 trials with various initial weights for a
certain pattern set.

This figure shows that there exist some scatter on the
average number of updates until convergence. Further-
more, these figures proved the following relation between
the order k and the learning speed.

l The learning is slow at small k.
l The learning is slow at large I%.
l The maximal learning speed is obtained at around

k = N/2 on average.
These results support the theoretical analysis in

Sec.V.

$ 
1 2 3 4 5 6 7 8 Y

order k

Fig. 8. . Average update number for convergence (N = 10, P =
20).

C. Order k of SLA and Noise Performance

In the former section, it has been proved that the
learning speed varies with the order k. In this section,
the goodness of the solution by various k is investigated
through computer simulations. First, random noises dis-
tributed from -0.7 to +0.7  are added to the components
of the pattern vectors used in the case of N = 10, P = 20
in the former section. The components of the pattern
vectors are random values distributed from -1.0 to +l.O.
Next, the association rates that the noisy patterns are
classified correctly are estimated by 10000 trials (100
trials using different noises for each of 100 solutions by
different initial weigths). Figure 9 shows the results.

From Fig.9, it is proved that there is little difference
on the association rates with k variation. Analyzing
this figure in detail, there is the slight tendency that
the larger the order k becomes, the lower the association
rate becomes. Considering this tendency is slight, it can
be said that there is little difference on the goodness of
the solution with various I%. From this result and the
learning speed, k = N/2 is the best point of the SLA.

Fig. 9. Noise performance of solution (N = 10, P = 20).

1 2 3 4 5 6 7 8 Y

order k

VII. C ONCLUSION

The symmetric learning algorithm (SLA) is proposed
as a special case of the geometric learning algorithm in
which the learning rate is 2. The relation among the or-
der k of the SLA, the number P of patterns, the dimen-
sion N of patterns for convergence has been analyzed
theoretically. It has been proved that k < N is the nec-
essary condition for convergence when P 2 2N. The
relation between k and the learning speed has been an-
alyzed theoretically. It has become clear that the max-
imum learning speed on average can be obtained when
k = N/2. These properties have been supported by
computer simulation. Furthermore, the goodness of the
solution by the SLA has, been investigated through com-
put er simulations. That is, there is little difference in
the goodness of solution by changing the order k.
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