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Abstract— Brain Computer Interface (BCI) is one of hopeful
interface technologies between human and machine. However,
brain waves are very weak and there exist many kinds of noises.
Therefore, what kinds of features are useful, how to extract
the useful features, how to suppress noises, and so on are very
important.

On the other hand, neural networks are very useful technology
for pattern classification. Especially, multilayer neural networks
trained through the error back-propagation algorithm have been
widely used in a wide variety of field.

In this paper, the neural network is applied to the BCI.
Amplitude of the FFT of the brain waves are used for the input
data. Several kinds of techniques are introduced in this paper.
Segmentation along the time axis for fast response, nonlinear
normalization for emphasizing important information with small
magnitude, averaging samples of the brain waves for suppressing
noise effects and reduction in the number of the samples for
achieving a small size network, and so on are newly introduced.

Simulation was carried out by using the brain waves, which
are available from the web site of Colorado state university.
The number of mental tasks is five. Ten data sets for each
mental task are prepared. Among them, 9 data sets are used for
training, and the rest one data set is used for testing. Selection
of the one data set for testing is changed and accuracy of the
correct classifications are averaged over the possible selections.
Approximately, 80% of correct classification of the brain waves
is obtained, which is higher than the conventional.

I. INTRODUCTION

Nowadays, several kinds of interfaces between human and
computers or machines have been proposed and developed.
For persons being in a healthy condition, the keyboard and
the mouse are useful and practical interface. On the other
hand, for handicapped persons, several interface techniques,
which use available organs and functions, have been studied
and developed.

Among the interfaces developed for the handicapped per-
sons, Brain Computer Interface (BCI) has been attractive
recently. Brain waves are first analyzed and classified. Mental
tasks, which a subject images, are estimated. Furthermore,
based on the estimated mental task, computers and machines
are controlled [9].

For one application, it can be expected that heavy handi-
capped persons, who cannot control any parts of their own
body, control a wheelchair, computers and other machines
through the BCI [6]. Furthermore, in the virtual reality (VR)
technology, it may be possible to control a person states in the

VR world, and to have many kinds of experiences in the VR
world. For instance, training to avoid danger situations may
be possible by using the BCI technology.

Approaches to the BCI technology includes nonlinear clas-
sification by using spectrum power, adaptive auto-regressive
model and linear classification, space patterns and linear
classification, hidden Markov models, and so on [4]. Further-
more, application of neural networks have been also discussed
[3],[5],[7],[10],[11].

In this paper, the multilayer neural network is applied to
the BCI. Especially, efficient pre-processing techniques are
introduced in order to achieve high probability of correct
mental task classification. Simulation were carried out by using
the brain waves, which are available from the web site of
Colorado state university. Estimation results of the proposed
method are compared to the conventional methods [12],[13].

II. MENTAL TASKS AND BRAIN WAVE MEASUREMENT

A. Mental Tasks

In this paper, the brain waves, which are available from
the web site of Colorado state university [1], are used. The
following five kinds of mental tasks are used as imaging.

• Baseline (B)
• Multiplication (M)
• Letter-composing (L)
• Rotation of 3-D object (R)
• Counting numbers (C)

B. Brain Wave Measurement

Location of the electrodes to measure brain waves is shown
in Fig.1. Seven channels including C3, C4, P3, P4, O1, O2,
EOG, are used. EOG is used for measuring movement of the
eyeballs.

The brain waves are measured for 10 sec and sampled by
250Hz for each mental task. Therefore, 10sec × 250Hz =
2, 500 samples are obtained for one channel and one mental
task. One data set includes seven cahnnels. One example of
the brain wave is shown in Fig.2.

III. PRE-PROCESSING

A. Segmentation along Time Axis

In order to make the BCI responce fast, the brain wave
measured during 10sec is divided into the segments with
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Fig. 1. Location of seven channel electrodes.
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Fig. 2. Example of brain waves.

0.5sec length as shown in Fig.3. The segmentation is shifted
by 0.25sec. This means the segment with 0.5sec length can be
obtained every 0.25sec.
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Fig. 3. Segmentation of brain wave along time axis.

B. Amplitude of FFT of Brain Waves

What kinds of features should be used to classify the brain
waves and to estimate the corresponding mental task is very
important. In order to avoid effects of time delay, which is
not essential, the brain wave is Fourier transformed and its
amplitude is used to express feature of the brain wave. The
segment of the brain wave with 0.5 sec length includes 125
samples. The amplitude of the FFT of the segment is shown
in Fig.4.
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Fig. 4. Amplitude of FFT of segment with 0.5sec length. Left: 125 samples,
Right: 20 samples of averaging.

C. Reduction of Samples by Averaging

In order to make the neural network compact and to reduce
effects of the noises, the FFT samples in some interval are
averaged. The averages are used for the neural network input.
The number of samples is reduced to 20. The amplitude of
the FFT for the reduced samples is also shown in Fig.4.

D. Nonlinear Normalization

The amplitude of the FFT is widely distributed. Small
samples also contain important information for classifying
the mental tasks. However, in the neural networks, large
inputs play an important role. If large samples do not include
important information, correct classification will be difficult.
For this reason, the nonlinear normalization as shown in Eq.(1)
and Fig.5 is employed in this paper. The small samples are
expanded and the large samples are compressed.

f(x) =
log(x − min+1)

log(max−min+1)
(1)
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Fig. 5. Nonlinear normalization. Horizontal axis is input and vertical axis
is output.

E. Input of Neural Network

Since the amplitude response is symmetrical, only the right
hand side is used. Furthermore, the amplitude response of
the seven channels are simultaneously applied to the neural
network. An example of the neural network input is shown in
Fig.6. In this figure, the left hand side shows the input before
the nonlinear normalization, and the right hand side is that
after normalization.
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Fig. 6. Input of neural network including 7-channels. Left hand side: Before
normalization, Right hand side: After normalization.



IV. MENTAL TASK CLASSIFICATION BY USING NEURAL

NETWORK

A multilayer neural network having a single hidden layer
is used. Activation functions used in the hidden layer and the
output layer are sigmoid functions. The number of input nodes
is 10samples×7-channels=70. Five output neurons are used
for five mental tasks. Therefore, only one output neuron will
respond to the applied input data. In the training phase, the
target for the output is binary, like (1, 0, 0, 0, 0). In the testing
phase, the maximum output becomes the winner and the cor-
responding mental task is assigned. However, when the winner
have small value, estimation becomes incorrect. Therefore, the
answer of the neural network is rejected, that is any mental task
cannot be estimated. The error back-propagation algorithm is
employed for adjusting the connection weights.

V. SIMULATION CONDITIONS

A. Training and Testing Brain Waves

The brain waves with 10sec length for five mental tasks
were measured 10 times. Therefore, 10 data sets are available.
Among them, 9 data sets are used for training and the rest one
data set is used for testing. Five data sets are selected as the
testing data set. Thus, 5 independent trials were carried out,
and classification accuracy is evaluated based on the average
over 5 trials [2].

B. Probability of Correct and Error Classifications

Estimation of the mental tasks is evaluated based on prob-
ability of correct classification (Pc) and error classification
(Pe).

Pc =
Nc

Nt
(2)

Pe =
Ne

Nt
(3)

Nt = Nc + Ne + Nr (4)

Rate =
Pc

Pc + Pe
(5)

In the above equations, Nc is the number of correct classifi-
cations, Ne is the number of error classifications, and Nr is
the number of rejections.

C. Parameters in Neural Network Learning

• The number of hidden neurons: 20
• A learning rate: 0.2
• Initial weights: Random numbers in -0.1∼+0.1
• The threshold for rejection: 0.8
• The number of iterations: 5000

VI. SIMULATION RESULTS

A. Effects of Number of Samples

Before the segmentation, effects of the number of samples,
that is the amplitude of FFT, is investigated. The successive
samples are averaged and this average is used to express the
amplitude. The number of samples is reduced from 2,500
to 250, 100, 50, 20. Since, the amplitude of FFT for real

signal is symmetrical, then a half number of them is actually
used. Figure 7 shows the learning curves for mental task
classification. In this figure, ’correct classification rate’, that
is Pc, is the average over five mental tasks. From this result,
the number of samples of 20 is best.
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Fig. 7. Learning curves of mental classification for training and testing data.
The number of samples is varied from 250 to 20.

Table I shows the number of correct and error classifications
and their probability.

TABLE I

NUMBER OF CORRECT AND ERROR CLASSIFICATIONS AND THEIR

PROBABILITY WITH 20 SAMPLES.

Mental Task B M L R C Reject Pc Pe

Baseline 7 0 0 0 0 3 70.0 0.0
Multiplication 0 8 0 0 0 2 80.0 0.0

Letter-composing 0 0 7 0 0 3 70.0 0.0
Rotation 0 0 0 8 0 2 80.0 0.0
Counting 0 0 0 0 9 1 90.0 0.0

B. Effects of Segmentation

Aim of the segmentation is to make the BCI response fast.
On the other hand, the length is limited to 0.5 sec for example.
In this section, effects of this short length is investigated. As
described in the previous section, The 10 sec length of the
brain waves is divided into 0.5 sec, which has 125 samples.
The learning curves are shown in Fig.8.
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Fig. 8. Learning curves for segmentation.

Furthermore, the probability of correct and error classifica-
tions and their rate, that is Pc, Pe and Rate, are shown in
Tabel II. The probabilies were averaged over the iterations
from 4,001 to 5,000. From these results, accuracy of the
segmentation is almost the same as that of using all data.



TABLE II

PROBABILITY OF CORRECT AND ERROR CLASSIFICATIONS AND THEIR

RATES FOR SEGMENTATION.
TRaining data Testing data

Pc Pe Rate Pc Pe Rate
Segmentation 99.7 0.1 0.99 79.7 10.5 0.88

No Segmentation 100.0 0.0 1.00 78.0 0.0 1.00

C. Effects of Nonlinear Normalization

Effects of the nonlinear normalization given by Eq.(1) on
the mental task classification accuracy is investigated. For
reference, linear normalization, by which the sample values
are linearly normalized from 0 to 1, is also used for reference.
The segmentation is used, and 125 samples are reduced to 20
samples by averaging.

The learning curves are shown in Fig.9

Fig. 9. Learning curves for nonlinear normalization.

Furthermore, the probability of correct and error classifi-
cations and their rate are shown in Table III. From these
results, the nonlinear normalization can make convergence of
the learning fast, and the probability can be also improved.

TABLE III

PROBABILITY OF CORRECT AND ERROR CLASSIFICATIONS AND THEIR

RATE FOR NONLINEAR NORMALIZATION.
Training data Testing data

Normalization Pc Pe Rate Pc Pe Rate
Nonlinear 99.7 0.1 0.99 79.7 10.5 0.88

Linear 81.8 1.9 0.98 68.4 9.8 0.88

D. Threshold for Rejection

When the winner output has small value, the estimation
by the neural network is not accurate. Therefore, the result is
rejected. In this section, effects of the threshold for rejection is
investigated. The probability of correct and error classifications
and their rates are listed in Table IV. By setting the threshold
to be low, Pc can be improved, however, Pe is also increased at
the same time. In some applications, Pe should be minimized
while the rejection can permitted to some extent. In these
cases, high threshold is prefered. Like this, the optimum
threshold is highly dependent on applications, to which the
BCI system is applied.

E. Comparison to Conventional Methods

The same brain waves were used in [3]. The coefficients
of a 6-th order auto-regression model are used for the neural

TABLE IV

PROBABILITY OF CORRECT AND ERROR CLASSIFICATIONS AND THEIR

RATES BY CHANGING THRESHOLD.
Threshold Pc Pe Rate

0.8 80.3 10.0 0.89
0.6 81.7 11.9 0.87
0.4 82.9 13.2 0.86
0.2 83.7 14.2 0.86
0.0 84.5 15.5 0.84

network input. The data length of 10 sec is also divided into
0.5 sec segments. The probability of correct classifications is
from 30% to 60% for four subjects. Therefore, the proposed
method, which employs the amplitude response of the FFT,
the nonlinear normalization, the averaging and the rejection,
can provide higher probability of correct mental classification.

VII. CONCLUSION

A neural network has been applied to the BCI problem.
In order to improve accuracy of mental task classification,
several kinds of pre-processing to generate the input data of
the neural network. Compared with the conventional methods,
the probability of correct classification has been increased.
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