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Abstract— In this paper, new approaches to noise spectrum
estimation and spectral gain control are proposed for noise
spectral suppressors. First, the speech absent frames are detected
by using spectral entropy. In the speech absent frames, a
weighting factor used in estimating the noise spectrum is modified
so as to emphasize effect of the noisy speech signal. Next, a
spectral gain is more reduced by multiplying a factor in order
to suppress effects of the noise in the speech absent frames.
Furthermore, in the speech present frames, in order to reduce
signal distortion, the spectral gain is controlled to be unity based
on an SNR calculated by using a ridgeline spectrum. Finally,
the original noisy speech is added to the estimated speech in
some ratio. This ratio is controlled by the long term averaged
SNR of the estimated noise and the noisy speech. Computer
simulations by using speech signals, the white noise, the car
noise and the bubble noise, which are available in public, have
been carried out for the conventional methods and the proposed
method. The proposed method can improve a segmental SNR and
speech quality compared to the conventional methods. Especially,
it is useful for the bubble noise.

I. INTRODUCTION

Mobile communication systems are used in a variety of
environments, under which communication quality is affected
by many kinds of noises. ETSI recommended the minimum
performance requirements for noise suppresser application to
the AMR speech encoder [1].

A spectral suppression technique is a hopeful approach, and
many kinds of noise spectral suppressors have been developed
for mobile phones. Several methods for estimating a spectral
gain, which is used to suppress the noise spectrum, have been
proposed. They include MMSE STSA [2], MMSE LSA [3]
and Joint MAP [11]. Performance of the noise suppressor
based on the spectral suppression technique is highly depen-
dent on accuracy of the noise spectral estimation. A weighted
noise spectral estimation method, which can follow the noise
spectrum change, has been proposed [8],[9]. This approach
satisfies the requirements recommended by ETSI [10]. In
this method, however, the noise spectrum estimation is not
adequate. Especially, the estimation errors are relatively large
for bubble noises, whose spectrum may dynamically changes.

In this paper, the speech absent and present frames are
precisely detected by using a voice activity detector [12]. In

the speech absent frames, the noise spectrum is more accu-
rately estimated. Furthermore, the spectral gain is adaptively
controlled depending on whether the speech absent or present
frames. Computer simulations by using speech signal, the
white noise, the car noise and the bubble noise will be shown
in order to confirm usefulness of the proposed methods.

II. SPECTRAL SUPPRESSION TECHNIQUE
Let x(n), d(n) and y(n) be a clean speech, noise and their

mixed signal, that is noisy speech, respectively.

y(n) = x(n) + d(n) (1)

Let X(m, k), D(m, k) and Y (m, k) be the FFT of x(n),
d(n) and y(n), respectively. m is a frame number, and k is a
frequency number. They are related by

Y (m, k) = X(m, k) +D(m, k) (2)

Y (m, k) = R(m, k)ejθ(m,k) (3)

X(m, k) = A(m,k)ejα(m,k) (4)

A prior SNR ξ(m, k), which is a ratio of the clean speech spec-
trum and the noise spectrum, and a posterior SNR γ(m, k),
which is a ratio of the noisy speech spectrum and the noise
spectrum, are expressed by

ξ(m, k) =
λx(m, k)
λd(m, k)

(5)

γ(m, k) =
|Y (m, k)|2
λd(m, k)

(6)

λx(m, k) = E{∣∣X(m, k)
∣∣2} (7)

λd(m, k) = E{∣∣D(m, k)
∣∣2} (8)

In the above equations, only the noisy speech spectrum
|Y (m, k)|2 is available, and the other spectra should be
estimated. The prior SNR ξ(m, k) can be estimated by [2].

ξ̂(m, k) = αSNRγ(m− 1, k)G2(m− 1, k)
+ (1 − αSNR)P [γ(m, k) − 1] (9)

P [x] =
{
x, x > 0
0, otherwise

(10)

Proceedings of 2007 International Symposium on Intelligent Signal Processing and Communication Systems  Nov.28-Dec.1, 2007 Xiamen, China

971-4244-1447-4/07/$25.00 ©2007 IEEE 



αSNR, satisfying 0 < αSNR < 1, controls a tradeoff between
noise suppression and signal distortion reduction. G(m−1, k)
is a spectral gain function at the previous frame m−1. In order
to suppress musical noise and make the residual noise to be
natural, ξ̂(m, k) should be bounded by [4],

ξ̂(m, k) =
{
ξ̂(m, k), ξ̂(m, k) > ξMIN

ξMIN , otherwise
(11)

The posterior SNR γ(m, k) can be calculated by using the
estimated noise spectrum. By using these estimated prior and
posterior SNRs, the spectral gain G(m,k) at the mth frame
is calculated, and the noise spectrum is suppressed by

X̂(m, k) = G(m,k)Y (m, k) (12)

G(m,k) is calculated by MMSE STSA [2], MMSE LSA
[3] and Joint MAP [11].

III. NOISE SPECTRUM ESTIMATION
Several kinds of estimation methods for the noise spectra

have been proposed. A most simple method is to estimate the
noise spectrum in the beginning several frames (m ≤ T0),
where the speech is assumed to be absent [2].

λd(m, k) =
{ |Y (m, k)|2 m ≤ T0

1
T0

∑T0
m=1 |Y (m, k)|2 T0 < m

(13)

The second method is based on the voice activity detection
(VAD) technique. The noise is assumed to be stationary
compared to the speech. The noise spectrum is updated in
the speech absent frames [12].

λd(m, k) =

⎧
⎪⎪⎨

⎪⎪⎩

αλd(m− 1, k) + (1 − α)|Y (m, k)|2
Speech absent frame

λd(m− 1, k)
Speech present frame

(14)

α is a scaling factor, satisfying 0 < α < 1.
The third method is the weighted noise estimation method

[8],[9]. The noise spectrum is continuously estimated by using
the noisy speech, which is weighted following the estimated
posterior SNR, that is γ̂(m, k). It is possible to avoid over
estimation and high tracking performance for nonstationary
noise. The weighted noise estimation consists of the posterior
SNR estimation, calculating the weighting function W (m, k)
and the averaging.

First, γ(m, k) is estimated by using |Y (m, k)|2 and λd(m−
1, k) of the previous (m− 1)th frame as follows:

γ̂(m, k) =
|Y (m, k)|2
λd(m− 1, k)

(15)

Next, based on γ̂(m, k), the weighting factor W (m, k) is
calculated following Fig.1, where over estimation can be
avoided for relatively high SNR.

IV. AN IMPROVED NOISE SPECTRUM ESTIMATION

METHOD
In the proposed method, the noise spectrum is more pre-

cisely estimated in the speech absent frame. For this purpose, a
voice activity detector (VAD) is applied. Especially, in order to
estimate the noise spectrum in the nonstationary environment,
the VAD using the spectral entropy [12] is employed.

Fig. 1. Weight function W (m, k) related to γ̂(m, k).

A. Voice Activity Detector
The specral entropy is given by

Yenergy(m, k) = |Y (m, k)|2 (16)

Pr(m, k) =

(
Yenergy(m, k) + C

)
∑2M

k=1

(
Yenergy(m, k) + C

) (17)

H(m) = −
2M∑

k=1

Pr(m, k)log
(
Pr(m, k)

)
(18)

2M is the number of frequency points. If H(m) is higher
than the threshold, then this frame is classified into the speech
absent frame, and if H(m) is lower than the threshold, then
this frame is regarded as the speech present frame.

B. Noise Spectrum Estimation
In the speech absent frame, the noise spectrum is estimated

by using a new weight function shown in Fig.2. This weight

Fig. 2. A new weight function used to estimate noise spectrum.

function is modified from the conventional weight function
[8],[9] in order to put a stress on the noisy speech.

In order to avoid over estimation of the noise spectrum,
when a long term SNR is enough high, the conventional
weigh function shown in Fig.1 is used. The long term SNR is
evaluated as follows:

λ̄y(m) = αLT λ̄y(m− 1) + (1 − αLT )
1

2M

k=2M∑

k=1

|Y (m, k)|2 (19)

αLT is a forgetting factor. Equation (19) is carried out in
the speech present frames. By using λ̄y(m) and λd(m, k), the
long term SNR is calculated by

SNRLT (m) =
2Mλ̄y(m)

∑2M
k=1 λd(m, k)

− 1 (20)
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V. A NEW ADAPTIVE CONTROL METHOD FOR SPECTRAL

GAIN

In the spectral suppression technique, there exits a trade-
off between the large residual noise due to a lack of noise
suppression and speech distortion caused by over suppression.
In this paper, an adaptive control method for the spectral gain
is proposed.

A. Modification of Spectral Gain

In the speech absent frames, the spectral gain is more
reduced in order to well suppress the noise spectrum.

G(m,k) =
{
GsupG(m,k) in speech absent frames
G(m,k) in speech present frames

(21)

Next, in order to reduce speech distortion due to over
suppression, the minimum values Gfloor and Gmin in the
speech present frames are set to be lager than those in the
speech absent frames.

B. Adaptive Control of Spectral Gain Based on Speech Spec-
trum Estimation

A ridgeline spectrum and an offset-SNR are estimated as
follows [14]:

1) The peak amplitude |Ymax(k)| is updated by using the
noisy speech spectrum |Y (m, k)| as follows:
If |Ymax(k)| < |Y (m, k)|, then |Ymax(k)| = |Y (m, k)|

2) When the noisy speech spectrum |Y (m, k)| is close to
the peak amplitude |Ymax(k)|, the ridgeline spectrum
|Yedge(m, k)| is updated as follows:
If |Y (m, k)| > βmax|YMAX(k)|, then |Yedge(m, k)| =
µr|Yedge(m− 1, k)| + (1 − µr)|Y (m, k)|

3) An offset-SNR(SNRoffset) is calculated based on a
ratio of the ridgeline spectrum and the estimated noise
spectrum, which are averaged in the frequency domain.

SNRoffset =
�2M

k=1(1−αoffset)|Yedge(m,k)|
�2M

k=1

√
λd(m,k)

βmax, µr and αoffset are positive constants less than 1.
SNRoffset is the posterior SNR by which the speech

distortion does not occur. In the proposed method, SNRoffset

is used as follows: In the speech present frames, which are
detected by the VAD, if the posterior SNR is higher than
SNRoffset, then the spectral gain is set to be G(m,k) = 1.

C. Adding Original Noisy Speech

In the spectral suppression technique, the noise spectrum
can be suppressed, however, at the same time, the speech itself
is usually distorted. By adding the original noisy speech to
the estimated speech, the speech becomes more natural at the
expense of the remaining noise.

In this paper, a rate of adding the original noisy speech is
controlled by the long term average γav(m, k) of the posterior

SNR as follows:

γav(m, k) = αavγ(m, k) + (1 − αav)γ(m− 1, k) (22)

G̃(m,k) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

m1 + (1 −m1)G(m,k),
SNRth1 < γav(m, k)

m2 + (1 −m2)G(m,k),
SNRth2 < γav(m, k)≤SNRth1

G(m,k),
otherwise

(23)

x̂(m,n) = IFFT
[
G̃(m, k)|Y (m, k)|ejθ(m,k)

]
(24)

x̂(m,n) is the estimated speech in the mth frame. The
parameters are determined by experience as follows: m1 =
0.75, m2 = 0.15, SNRth1 = 12dB and SNRth2 = 5dB.

VI. SIMULATIONS AND DISCUSSIONS
A. Speech and Noise Data

The speech of Japanese sentence of 30,000 samples with a
sampling frequency of 10kHz is used. White noise, car noise
and bubble noise are used, which are available in public [13].
The number of FFT samples is 256, and the Hamming window
is used to extract a frame.

B. Ideal SNR
In order to evaluate performance of the proposed method,

an ideal SNR is introduced here. The true noise spectrum
|D(m, k)| is used to calculate the spectral gain G(m,k).
Letting this ideal spectral gain be Gtn(m, k), the estimated
speech is given by

x̂ideal(m,n) = IFFT
[
Gtn(m, k)|Y (m, k)|ejθ(m,k)

]
(25)

C. Performance Evaluation
The segmental SNR is used. The signal is divided into an

each 12 msec segment. SNR is calculated in each segment,
and are averaged over a long term. The segmental SNR for the
input and the output, that is before and after noise suppression,
are given by

Input:SNRseg =
10
L

L−1∑

l=0

log10

∑Nl+N−1
n=Nl x2(n)

∑Nl+N−1
n=Nl d2(n)

(26)

Output:SNRseg =
10
L

L−1∑

l=0

log10

∑Nl+N−1
n=Nl x2(n)

∑Nl+N−1
n=Nl (x̂(n) − x(n))2

(27)

N is the number of samples in each segment, L is the number
of the segments. The lower and upper bounds are set to be
-35dB and 35dB, respectively.

Taking quality of speech into account, the log-spectral
distortion (LSD) is also employed [5].

LSD =
1
L

L∑

m=1

(
1

2M

2M∑

k=1

(
log

|X(m, k)| + δ

|X̂(m, k)| + δ

)2
) 1

2

(28)

δ is a very small value, 2M is the frame length. SNRseg

compares the time domain waveforms, which includes both
amplitude and phase components. On the other hand, LSD
uses only an amplitude response, which is important for
hearing by human ears.
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D. Spectral Gain Calculation Methods
The following three kinds of methods, including MMSE

STSA, OM-LSA and Joint MAP are used for calculating the
spectral gain. SNRseg and LSD are shown in Table 1 through
Table 4. SNR before the noise suppression, are set to be 0,
6 and 12 dB. The higher SNRseg and the lower LSD mean
good noise suppression.

TABLE I

SNRseg IN DB FOR WHITE NOISE.

Input SNRseg[dB] 0 6 12

Ideal
MMSE STSA 8.03 5.66 3.54
OM-LSA 7.94 5.96 3.44
Joint MAP 8.09 5.87 3.96
Conventional Methods
MMSE STSA 6.37 4.54 2.41
OM-LSA 6.24 4.49 2.41
Joint MAP 6.24 4.75 3.05
Proposed Methods
MMSE STSA 7.53 5.17 3.24
OM-LSA 7.64 5.22 3.31
Joint MAP 7.46 5.12 3.29

TABLE II

LSD FOR WHITE NOISE.

Input SNRseg[dB] 0 6 12

Ideal
MMSE STSA 1.46 1.37 1.30
OM-LSA 1.45 1.35 1.27
Joint MAP 1.41 1.28 1.17
Conventional Methods
MMSE STSA 1.57 1.32 1.15
OM-LSA 1.58 1.33 1.14
Joint MAP 1.58 1.30 1.11
Proposed Methods
MMSE STSA 1.44 1.27 1.13
OM-LSA 1.43 1.29 1.12
Joint MAP 1.44 1.26 1.12

TABLE III

SNRseg IN DB FOR BUBBLE NOISE.

Input SNRseg[dB] 0 6 12

Ideal
MMSE STSA 5.83 3.90 2.14
OM-LSA 5.69 3.86 2.11
Joint MAP 5.82 4.14 2.70
Conventional Methods
MMSE STSA 2.88 2.07 0.68
OM-LSA 2.91 2.12 0.73
Joint MAP 2.95 2.33 1.37
Proposed Methods
MMSE STSA 4.92 3.38 1.75
OM-LSA 5.28 3.59 1.94
Joint MAP 5.06 3.56 1.96

The proposed method can provide good performance of
noise suppression, which are close to the ideal results. Es-
pecially, for the bubble noise, SNRseg can be improved by
about 2 dB. Simulation results for the car noise are omitted
here due to page limitation. The improvements in SNRseg

and LSD are similar to those of the white noise case.

TABLE IV

LSD FOR BUBBLE NOISE.

Input SNRseg[dB] 0 6 12

Ideal
MMSE STSA 1.25 1.14 1.00
OM-LSA 1.22 1.12 1.00
Joint MAP 1.13 0.99 0.84
Conventional Methods
MMSE STSA 1.23 1.07 0.93
OM-LSA 1.22 1.05 0.93
Joint MAP 1.20 1.00 0.85
Proposed Methods
MMSE STSA 1.19 1.10 0.97
OM-LSA 1.19 1.11 0.93
Joint MAP 1.17 1.06 0.97

VII. CONCLUSIONS
Several improved techniques are proposed for the noise

spectrum estimation and the adaptive spectral gain control in
the noise spectral suppressor. The segmental SNR and the log-
spectral distortion (LSD) are evaluated by using the speech
and several noises. The proposed method is superior to the
conventional methods in all noise environments. Especially,
SNRseg can be drastically improved for the bubble noise.
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