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��������— This paper analyzes signal separation and

distortion in a feedforward blind source separation

(BSS) applied to convolutive mixture environment. In

the BSS learning, a separation block is adjusted so as

to make the output signals statistically independent.

One direction for this adjustment is to extract only

one signal source at a single output. The other direc-

tion is to make the output signal spectra white. The

second direction causes signal distortion and conflicts

with the first direction. This confliction prevent sig-

nal separation. These relations are also dependent on

a length of the impulse responses in the mixture and

the filter length in the separation block. These prop-

erties are theoretically analyzed and are investigated

through simulations using the white signal sources and

the speech signal sources.

I. Introduction

Signal processing including noise cancelation, echo can-
celation, equalization of transmission lines, estimation and
restoration of signals have been becoming very important
technology. In some cases, we do not have enough infor-
mation about signals and interference. Furthermore, their
mixing and transmission processes are not well known in
advance. Under these situations, blind source separation
(BSS) technology using statistical property of the signal
sources have become very important [1].

Since, in many applications, mixing processes are convo-
lutive mixtures, FIR or IIR filters are required in unmixing
processes. Several methods in the time domain and the
frequency domain have been proposed. Two kinds of net-
work structures have been proposed for the BSS, that is
a feedforward type and a feedback type. Separation per-
formance is highly dependent on the transfer functions in
the mixture [2]-[8]. The BSS learning algorithms make
the output signals to be statistically independent. There-
fore, signal distortion, caused by linear transfer functions,
cannot be controlled [9],[10].

This paper analyzes both signal separation and signal
distortion in the feedforward BSS (FF-BSS) applied to the
convolutive mixture [11],[12]. The FF-BSS has a degree of
freedom to modify the output signal spectra. Two kinds of
directions of adjusting the separation block are analyzed.
Furthermore, conditions under which two directions con-
flict with each other, and prevent signal source separation,
are investigated. These properties are theoretically ana-
lyzed and are confirmed through simulations by using the
white signal sources and the speech signal sources.

II. Feedforward BSS for Convolutive Mixture

A. Network Structure and Equations

For simplicity, 2 signal sources and 2 sensors are used.
The frequency domain BSS [11] is taken into account. A
block diagram is shown in Fig.1.
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Fig. 1. Feedforward BSS with 2 signal sources and 2 sensors.

xi(n) =
2∑

i=1

K−1∑
k=0

hji(k)si(n − k), i = 1, 2 (1)

The observed signals are first transformed into the fre-
quency domain, and are processed in the frequency do-
main. The equations are expressed as follows:[

X1(ejω)
X2(ejω)

]
=

[
H11(ejω) H12(ejω)
H21(ejω) H22(ejω)

] [
S1(ejω)
S2(ejω)

]
(2)

[
Y1(ejω)
Y2(ejω)

]
=

[
W11(ejω) W12(ejω)
W21(ejω) W22(ejω)

] [
X1(ejω)
X2(ejω)

]

=
[

W11(ejω) W12(ejω)
W21(ejω) W22(ejω)

]

×
[

H11(ejω) H12(ejω)
H21(ejω) H22(ejω)

] [
S1(ejω)
S2(ejω)

]
(3)

=
[

A11(ejω) A12(ejω)
A21(ejω) A22(ejω)

] [
S1(ejω)
S2(ejω)

]
(4)

Separation is complete if the following conditions are sat-
isfied.[

A11(ejω) A12(ejω)
A21(ejω) A22(ejω)

]
=

[
C11(ejω) 0

0 C22(ejω)

]

or

[
0 C12(ejω)

C21(ejω) 0

]
(5)

B. Learning Algorithm

Filter coefficients in the separation block are trained fol-
lowing [10],[11],

W (t + 1) = W (t) + η[I − 〈Φ(Y )Y H〉]W (t) (6)



Φ(Y ) =
1

1 + exp
(−Y (R)

) + j
1

1 + exp
(−Y (I)

)(7)

III. Signal Separation and Distortion

A. BSS Learning Process

The BSS learning adjusts the separation block so as to
make the output signals statistically independent. There
are two kinds of directions for this adjustment. The first
direction is to extract only one signal source at a single
output. The second direction is to make the output signal
spectra to be flat, just as the white noise, in order to
reduce correlation among the output signals. When there
exists a degree of freedom to adjust the separation block,
these two directions can be simultaneously satisfied. The
second direction causes signal distortion. On the other
hand, if a degree of freedom does not exist, two directions
conflict with each other, and prevent signal separation.

In the network shown in Fig.1, if the separation condi-
tions Eq.(5) are satisfied, the signal sources are completely
separated, that is the first direction is satisfied. The sec-
ond direction is to adjust |Yi(ejω)| = |Cij(ejω)Sl(ejω)| to
be uncorrected to each other. As a result, Yi(ejω) are de-
viated from Hij(ejω)Sl(ejω), which should be extracted
at the output. Effects of Hij(ejω) cannot be compensated
for.

B. Conditions for Signal Separation

Assume S1 and S2 are separated into Y1 and Y2, respec-
tively. This assumption does not lose any generality. The
conditions for complete separation are given by

W11(z)H12(z) + W12(z)H22(z) = 0 (8)
W21(z)H11(z) + W22(z)H21(z) = 0 (9)

Let Wij(z) and Hij(z) be expressed by FIR filters, and
their order be N − 1 and K − 1, respectively. The above
equations include N +K−1 terms, z0, z−1, ..., z−(N+K−2),
whose coefficients should be zero, and 2N coefficients of
Wij(z), which are variables of the equations. The number
of equations is N + K − 1 and that of the variables is
2N . Therefore, if N + K − 1 < 2N , the solution of the
equations become uncertainty solutions. The uncertain
solutions mean there exit a degree of freedom to adjust
Wij(z) toward the second direction. On the other hand,
if N +K −1 > 2N , then separation is not enough. In this
case, the separation block is adjusted toward the second
direction to some extent. In other words, Two directions
conflict with each other, and prevent the signal separation
as a result.

As described above, Wij(z) are determined so as to sat-
isfy the separation conditions Eqs.(8) and (9), and to
make |Y (ejω)| flat. If there is a degree of freedom, these
two kinds of directions are simultaneously satisfied. This
causes sever signal distortions. Especially, when the sig-
nal sources are speech signals, their spectrum are similar,
then signal distortion becomes a sever problem.

C. Simple Example

A simple example is demonstrated here using the circuit
shown in Fig.2. In this case, Aij(ejω) are given by

A11(ejω) = 1 − 0.81e−j2ω (10)

A12(ejω) = 0 (11)
A21(ejω) = 0 (12)
A22(ejω) = 1 − 0.81e−j2ω (13)

Eventhough Xi(ejω) include Si(ejω) without any distor-
tion. However, the BSS outputs Yi(ejω) are distorted by
1 − 0.81e−j2ω from Xi(ejω). This is the signal distortion
discussed in this paper.
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Fig. 2. A simple example of BSS with 2 signal sources and 2 sensors.

D. Limitation of Signal Separation

Assume the signal sources are the white noises. Com-
plete separation requires the conditions Eqs.(10)-(13).
However, these conditions cause signal distortion, that is
|Yi(ejω)| deviates from the white spectrum. This devi-
ation causes another correlation between Y1 and Y2. In
another words, Y1 and Y2 cannot be independent. This
is the confliction of two directions, mentioned above, and
prevent the signal separation.

IV. Simulation and Discussions

A. Simulation Conditions

Inpulse responses of the mixture are shown in Fig.3.
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Fig. 3. Impulse responses of mixture. Cross paths h12(n) and h21(n)
include 8 sample delay.

h21 = 0.9h11 and h12 = 0.9h22. hij(n) have time delay
by 1, 2, 4, 8, 16 samples. FFT size is 128 points, the
stepsize µ = 0.0002, and the initial guess of the separation
block are W11(z) = W22(z) = 1 and Wij(z) = 0, i �= j.

Separation performance is evaluated by

SNR = 10log

∑
ω |A11(ejω)|2 +

∑
ω |A22(ejω)|2∑

ω |A12(ejω)|2 +
∑

ω |A21(ejω)|2 (14)



B. Separation Performance

Learning curves for the white signal sources and the
speech signal sources are shown in Figs.4 and 5, respec-
tively. The horizontal axis is iteration number, and the
vertical axis is SNR, respectively. When the cross paths
have no time delay, the separation performance is good.
However, if they include some time delay, the separation
is not good. The directions of canceling S1 and S2 in Y2

and Y1, respectively, and making the output signal spectra
flat conflict with each other.
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Fig. 4. Separation performances for white signal sources.
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Fig. 5. Separation performances for speech signal sources.

C. Transfer Functions Aij(ejω) and Output Spectra

In the case of the white signal sources and without time
delay, |Aij(ejω)| are shown in Fig.6. The horizontal axis
indicates the frequency axis [0, fs], fs is the sampling fre-
quency. In this figure, |A11(ejω)| = |A22(ejω)| � 0.15 and
|A12(ejω)| = |A21(ejω)| � 0.02, thus, good separation is
obtained.

On the other hand, when the cross paths have one sample
delay, |Aij(ejω)|, i �= j are not well reduced due to the
confliction as shown in Fig.7.
|Aij(ejω)| for the speech signal sources without and with

one sample delay are shown in Figs.8 and 9, respectively.
The same properties are demonstrated. However, in this
case, the spectra in high frequency band are amplified for
no time delay. This means canceling S1 and S2 in Y2

and Y1 are well achieved, at the same time, whitening
the output spectra are accomplished by using a degree of
freedom. As a result, the speech waveforms at the outputs
are ectreamly distorted.

Figure 10 shows |S1(ejω)|, |A11(ejω)| and |Y1(ejω)|. The
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Fig. 6. |Aij(ejω)| for white signal sources without time delay.
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Fig. 7. |Aij(e
jω)| for white signal sources with one sample delay.
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Fig. 8. |Aij(e
jω)| for speech signal sources without time delay.
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Fig. 9. |Aij(ejω)| for speech signal sources with one sample delay.

signal source spectrum is flattened at the output. Fig-
ure 11 shows the waveform of s1(n) and y1(n). y1(n) is
severely distorted from s1(n). This distortion cannot be
compensated for in the BSS learning algorithm given by
Eqs.(6) and (7). We must develop another regularization
for reducing the signal distortion.
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Fig. 10. Whitening output spectra for speech signal sources without
time delay.

V. Conclutions

In this paper, signal separation performance and signal
distortion in the feedforward BSS have been analyzed.
Through the BSS learning process, the separation block
is adjusted toward two directions, that is, canceling the
interference signal sources and making the output signal
spectra to be white. These directions easily conflict with
each other, and limitation of separation and sever signal
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Fig. 11. Waveform of s1(n) and y1(n), under no time delay.

distortion occur. Another regularization for reducing sig-
nal distortion should be developed.
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